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_Abstract—Modern SMTP servers apply a variety of mecha- Thus, effective and accurate pre-acceptance filtering wan i
nisms to stem the volume of spam delivered to users. Theseprove the load on SMTP servers, and enhance their ability to

techniques can be broadly classified into two categories: pre- identify and thwart spam. It is no surprise that pre-acoagsa
acceptance approaches, which apply prior to a message beingg, . - ; :
accepted (e.g blackiisting and whitelisting), and post-acceptance [11€7iNg has received much recent attention.

techniques which apply after a message has been accepted In this paper, we attempt to quantify empiricathye limits of
(e.g. content based signatures). In recent years, pre-actdapce effectiveness of pre-acceptance approaches in filteriregnsp

techniques have attracted a lot of attention. In addition to cuttig  Specifically, we aim to answer the following questions: What
down spam, effective and accurate pre-acceptance filtering is js the maximal fraction of e-mails that can be filtered using

crucial to reducing the load on SMTP servers. PN
In this paper, we empirically study the limits of effectiveness of pre-acceptance schemes? What guidelines should be followed

pre-acceptance approaches. In our study, we first classify SMA  in building effective pre-acceptance filters? We belie\a the
senders into three main categories: end hosts, legitimate serversanswers to these questions will underscore the relevance of

and spam gangs. We argue that both the effectiveness and thele  pre-acceptance filtering in the fight against spam, and geovi

played by %re-%cc?]ptanqe ahpproaCheS differ significantly across configuration guidelines for these approaches to achietterbe
spam sent by the hosts in these categories. spam detection accuracy.

We find that end-hosts make up over 88% of all senders and . .
contribute nearly 54% of all spam. Spam gangs make up less We argue that quantifying the effectiveness of pre-
than 1.2% of all senders, but contribute more than 30% of all acceptance filtering requires us to understand dbatribu-
spam. Both these sets of spammers can be filtered using addression of different categories of SMTP sendées the overall
g'fn‘i“sgsr-] "éopl’q":"er:é \"/Veetgngetﬁatdgqg db;?}sc']fr'ftigr?tjre;goonndégge\t/%r spam and legitimate e-mail observed. This is because pre-
fe?w da%/s i?] ordeyr to be effectiv%. We find thgt Iegigmate servers yaccepta"!c? te.ChmqueS differ in how effec'uvely they caterfi
make up less than 1% of all e-mail senders, and contribute SPam originating from these categories. We focus on three
less 0.4% of all spam. Furthermore, these servers send anbroad categories—end hosts (or home machines), legitimate
overwhelming fraction of all ham. Thus, simple whitelisting servers (e.g. SMTP servers of Enterprises or Universites)
can be employed to permit all e-mail from them. Whitelists sophisticated spammers, or “spam gangs’.
Sgég?émg}feqsueéxﬁ;é can be constructed relatively easily and Our empirical study is based on a large corpus of several

On the whole, we find that it is possible to build effective pre- Million e-mails, which spans nine months of collected at
acceptance filters which can eliminate nearly 90% of all spam UW-Madison. Our approach can be summarized as follows:
today. For each message received at UW-Madison, we identify the
category that the sending SMTP sender belongs to using

|. INTRODUCTION simple set of heuristics. Then, we systematically comple t

Recent reports show that unsolicited bulk e-mail, or spamglative amounts of spam vs legitimate e-mails receivethfro
constitutes more than 90% of all messages sent or receiaddhosts of a given category. Using our approaches, we are
today [3], [6]. There are many current approaches to idgntiable to classify 91% of the e-mail senders. The classifiethspa
and filter spam. These can be classified into two categoriegnders contribute 86% of all spam messages.
those based on characterizing properties of the sending’SMT Our investigation reveals that end-hosts make up over 88%
server, and those based on analyzing e-mail contents. Becaaf all e-mail senders and contribute 54% of all spam. Spam
these sets of approaches are applied at different stagesgafgs make up less than 1.2% of e-mail senders, but con-
the receiving SMTP server accepting an e-mail, they are alstbute more than 32% of all spam. Our empirical analysis
called pre-acceptancend post-acceptancéests, respectively. shows that it is possible to construcbkacklistencompassing

Pre-acceptance tests try to derive characteristics of thespammers from these two categories. A part of the blacklist
mail sender that can help in identifying the e-mail as spamwould contain offending IP address blocks, and another part
These tests apply to the initial handshake, prior to messageuld contain offending individual IP addresses of spansmer
reception. The tested characteristics include whethehtis The blacklist can be constructed by analyzing naming and
belongs in a blacklist, whether the host is “trusted”, wari§ addressing properties of senders, supplemented in sores cas
the spam-sending history of the host etc. When the chardoy monitoring the spam sending history of individual sesder
terization is inconclusive, it is combined with post-adegige or groups of senders over time. When such blacklists are
tests on the message body to determine if the message is spemployed in the pre-acceptance stage, they can ideally filte

Both post and pre-acceptance approaches impose sigr@f% of all spam.
cant overhead on SMTP servers. Pre-acceptance tests oftewe also identify a small collection of legitimate servers,
require receiving SMTP servers to query remote databasesme of which belong to popular domains. These constitute
track senders’ e-mail histories, and retrieve special nartess than 1% of the e-mail senders, and contribute only
server records to verify trust relationships. Additiogafbost- 0.4% to the spam volume. However, this small collection
acceptance tests also involve remote look-ups for spanasignf servers generates 70% of all ham messages. Based on
tures, as well as running expensive local tests such as OGR #mese observations, we argue that a smdiitelist of these
learning-based classifiers. Crucially, however, poseptance legitimate servers should be maintained. The white list can
filtering is almost always preceded by pre-acceptance.tedie constructed based on monitoring sending history and on



the basis of the popularity of e-mail domains. When appliezlr evaluation shows, sender authorization testing isriokee

in the pre-acceptance stage, we show that such a whitetiste when checking for spam because many spammers have

would let through a large fraction of all ham. Content-basestarted to register bogus SPF RRs.

post-acceptance filtering can then be applied to filter thallsm (3) Sender Analysis.This includes approaches which track

amount of spam from the legitimate servers in the whitelistproperties of the sender over time, such as the spamming his-
We also investigate the challenges in building and updatingry and number of e-mails received per day. As a standalone

pre-acceptance filters, specifically, the black- and wisi®el mechanism, sender analysis is effective only if the sendsigh

mentioned above. Our investigation shows that whiteliateldd history of sending spam messages predominantly £s89%

on sending history can be constructed by monitoring server@f the messages). Sender analysis is usually employed to aid

mail patterns over relatively short durations (say, onekjee in the construction of spammer blacklists.

Also, the whitelists can be updated relatively infrequentl  Another common approach is to check if the sender has a

However, in order to construct some blacklists, especialjalid RDNS name. If no RDNS mapping exists, the sender

those covering spam gang operations, the spamming actiity is identified as most likely an end-host. This test is often

of hosts may have to be monitored over multiple weeks. Alsemployed to associate a spam weight with the e-mail recgived

the blacklist must be updated as frequently as once every fgwt never used by itself to filter spam. The weight is used to

days in order to be effective. aid post-acceptance filtering.
_ Thus, we find that it is possible to construct pre-acceptance(4) Greylisting. In this popular approach, the recipient drops
filters that can eliminate nearly 90% all spam. the first SMTP connection from a sender and stores the IP

In Section II, we describe various pre-acceptance filteringidress of the sender in a greylist. An SMTP connection
techniques, as well as the three categories of spam sendgtfiest is allowed only if the IP address requesting the
we study. In Section Ill, we describe the techniques W&nnection is in the greylist, because this indicates ay retr
employed to characterize the senders in our data sets iese thfrom the IP address. A significant fraction of spammers do not
categories. In Section IV, we present the results from apgly retry and thus get filtered. In most typical scenarios, gséipig

our analysis to the UW-Madison logs. We discuss related wogfecedes most other tests such as checking in a blacklist,
in Section V and conclude in Section VI. whitelisting, and sender analysis.

Il. SPAM TECHNIQUES ANDPRE-ACCEPTANCEFILTERING ,_Although greylisting is very effective today, spammers are
. o . becoming increasingly sophisticated and can easily emulat
_ This section first describes the most common pre-acceptamgg SMTP functionality. Also, greylisting could leave SNPT
filtering techniques. Following this, the three categor®s servers susceptible to resource exhaustion attacks angk hen
SMTP e-mail spam senders are described. Finally, we outlijgs not employed by a significant fraction of SMTP servers.
our empirical approach to studying the effectiveness of prehys, we believe that the other three approaches will grow in
acceptance techniques. importance for pre-acceptance filtering.
A. Pre-acceptance Techniques Our study focuses largely on the effectiveness of the first

. . i three passive pre-acceptance approaches, all of which are
As mentioned earlier, pre-acceptance techniques attempfijely employed as anti-spam defenses.
derive properties of the e-mail sender, which can potdntial

?e'ghquig:}ggqg 322”:0223? the sender. There are four commcg Three Categories of Spam Senders

(1) Blacklists (BLs). Each list contains IP addresses o
known spam senders. SMTP servers can query these Iist'§E
determine if an e-mail is likely spam based on the IP of tﬂé
sender. Since most lists are queried using DNS, these dtxckl
are also referred to as DNSBLs.

There are several different categories of blacklists. Tis fi
is a list of IP address blocks of dynamic and dial-up IP
These lists are constructed based on knowledge of how |
allocate addresses to end-users. In some cases, the Bsts
maintained by the owner of block or ISP. The second is

list of compromised hosts which are abused as mail relayg’ey hogt is set up to run a legitimate SMTP service or when
by spammers. These are collected by monitoring activity Ps renumber their hosts. Both of these are unlikely events
compromised hosts at spam blackholes and honeypots, as well ’

as based on feedback from victims of spam. The third is a li§pam Gangs.In recent years, sophisticated spammers have
of spam gangs (more below) or sophisticated spammers. Ta@-up elaborate mechanisms to provide false sense of legit
list is constantly updated as spammer activity changes.  macy to their actions, and thwart spam filters.

(2) Sender Authorization or Whitelisting (WL). These In one highly sophisticated scheme which is becoming
techniques attempt to filter spam by verifying if the sender ®ery popular [7], spammers pretend to be a dummy ISP or
mail address is authentic. The verification is done by quieryi a colocation provider. These spammers purchase bandwidth
DNS Resource Record (RR), e.g. Sender Policy Framewdrkm real upstream ISPs pretending that the bandwidth Skeall
resource records (SPF RRs), for the domain in the sendmsed to enable Internet connectivity for their “users”. me
address. The SPF RRs contain a list of IP addresses whigses, the spammers may also register several bogus domain
are authorized to send e-mail for the domain. This approanhmes, and even SPF RRs. The sophisticated spammers often
is similar to maintaining a distributed IP-address wh#elAs also buy a block of IP addresses, typically a /24.

&d-User machines.lt is an accepted fact that a significant
ction of the spam today originates from end-user machine
hich are likely infected by malware with built-in SMTP
engines [11], [16], [17], [23]. These infected hosts either
originate spam themselves, or act as SMTP proxies for the
ctual spammers. In either case, the end-host user is uaawar
the spamming activity. Accurate end-host IP blacklisia c
3 completely eliminate spam from end-hosts. End-host IP
blacklists can be considered “static” in nature, in thatythe
serve few deletions over time. Deletions are necessagnwh



In reality, the bandwidth is used to send spam. The bogasly of limited help and effective content based filters niaest
domains and SPF RRs help the spammers thwart reverdeveloped. If spam gangs contribute most spam, then béaskli
DNS based filtering and SPF checks, respectively. Multipfeay be very effective at filtering the spam, but the blacklist
IP addresses are employed to load-balance spam activitgy have to be refreshed very often. Also, multiple recifgen
and prevent receiving SMTP servers from building sufficiemhay need to cooperate in order to quickly blacklist a spam
history on any single IP address. gang operation.

In less sophisticated scenarios, spammers simply registein our study, we attempt to characterize the sender of each
domain names and create bogus SPF RRs, and send spammil message into one of these three categories usindesimp
from a small number of IP addresses. The registered domé&#sts on the IP address, RDNS mappings, SPF RRs and overall
names are used in the spam message headers. spamming activity. Many of the techniques we employ are

When the spamming activity of sophisticated spammeggneralizations of existing techniques. However, thetigxjs
is caught by upstream ISPs, the spammers shift their entiezhniques are adopted in a piecemeal fashion, with differe
operation to another unsuspecting ISP, thus using diffdfen SMTP servers employing different subsets of techniques. We
addresses or address blocks altogether. Even the lessssogtmbine them in a systematic fashion to gain an accurate
ticated gangs are known to move their operations around. understanding of the contributions of different SMTP sende

Whenever an entire block of IP addresses exhibits unagpes to the overall spam.
ceptable spam behavior (prolonged abuse for solely sendin
spam messages), the spam gangs behind them can be thwaHéd T ECHNIQUES FORCHARACTERIZING SPAM SENDERS
by blacklisting the entire block of IP addresses. Similarly We outline the techniques we employ to classify spam
less sophisticated spammers can be blacklisted by studyhders into one of the three categories defined above. Our
their sending history over a period of time. In both casegchniques use a few key pieces of information available in e
the sending history can be monitored at a single vantageiil message headers such as the from and to addresses and
point. However, monitoring is more effective when multiplehe message timestamp, along with the sender’s IP addeess, t
recipients collaborate and combine their observations. derive the classification.

Some well known blacklists, such as SBL, are constructed N
in this fashion using observations both at single vantade Legitimate Servers
points as well as those at multiple vantage points. However,we define a “legitimate” server as privately owned infras-
blacklisting becomes ineffective the moment the spam gafificture server which has been setup with the goal of allgwin
shifts it operation to another ISP. Thus, in contrast to bost  |egitimate users to send e-mail. Examples of legitimateeser
blacklists, spam gang lists must be refreshed constantly. include the outgoing SMTP servers of large e-mail service
“Legitimate” SMTP servers. User accounts at Web-based eproviders such as Hotmail, Yahoo and Google, the mail server
mail service providers could be abused to send spam. Intreceh Web portals offering free e-mail service, the servers of
years, the top e-mail service providers have tried to emforoniversities and enterprises, third party mail server ftess,
stringent AUPs and tight controls over the account sign-uganks sending e-mails to their clients, servers of ISPs, etc
process [21] to stem the abuse, but service operators reporfo identify if an e-mail sender is a legitimate server, we
continued and growing misuse of e-mail accounts [2]. first construct a whitelist of legitimate servers and chekck i

In addition, spam could be received from other legitimatde sender belongs in this whitelist. We use two approaches
SMTP servers such as the outgoing SMTP servers of ISPspopulate the whitelist.
and enterprises, or SMTP servers deployed by third-pdities The Legit-Popular Whitelist. We first derive the IP ad-
public use (the access could be paid or free). Spam receivirdsses of the servers of well-known e-mail service pragide
at a network location could seem to have “originated” frorwe call this list Legit-Popular. To build this list, we conigpi
such servers under two situations: (1) a user of the senailist of popular e-mail provider domains by searching the
sources spam (either because the user is infected by malwsliveb for the term “free email” in various languages and
or because the user himself is a spammer) and (2) spamratiieving the domain names for the top 1000 results of
a user who has an account on the SMTP server is beiggch search. Some domains were clearly false positives (e.g
forwarded to the receiving location. www.emailaddresses.com which is an e-mail address direc-

No pre-acceptance approach is effective against spam ofigry) and were manually pruned. We obtained 458 domains in
inated from legitimate servers because such servers batdri all.

a significant amount of legitimate e-mail themselves, they Next, we leverage the SPF RR in each domain to identify
implement the SMTP protocol accurately, and have the necesthorized IP addresses and address prefixes which can origi
sary authorization records installed. To filter such spaastp nate e-mails that use the domain in the from address. We found
acceptance filters must be used. that many of today’'s popular e-mail servers, including the

Our Approach. The above discussion indicates that in orddarge e-mail service providers, enterprise, and acadee h
to quantify the effectiveness of pre-acceptance filterimge adopted the SPF framework. We include both the IP addresses
must understand the contribution of the above categoriesafd the address prefixes in the Legit-Popular whitelist. For
hosts to the overall spam and legitimate e-mail observed.pépular domains that do not publish SPF RRs (yahoo.com is
end-hosts contribute significantly to the overall spam, andan example), we manually compile the list of authorized IP
very small amount of legitimate e-mail originates from thenaddresses based on reverse DNS lookups of all the IP adslresse
then using simple static IP address blacklists will be verye observed in our logs.
effective at limiting the overall spam volume. At the other Overall, our Legit-Popular list consists of 7108 single
extreme, if legitimate servers contribute a significantfien addresses and 171 prefixes; of the latter, 90 were /24 network
of both spam and legitimate e-mail, then pre-acceptancepiefixes and 5 were /16 network prefixes.



The SPF-good Whitelist.Our second whitelist consists ofare named by the ISPs usisgquential or similar namee.g.,
e-mail senders who have an impeccable e-mail sending histdrosts using ISP bnsi.net are named 12-5-51-80.staticiensi

To compile this list, we first enumerate all the domains thd®2-5-51-81.static.bnsi.net, 12-5-51-82.static.besj.atc. This
appeared in the from-address field of the e-mails in our logs. done mostly for administrative purposes and inventory
From this list of domains, we pick out the subset of domairigacking (see [9] for common best practices). To leverage
that have SPF RRs. For each IP address that is associdtesl naming convention in identifying end-hosts, we perfor
with the SPF RR of a domain, we check its e-mail activityeverse lookups for each sender IP (say 12.5.51.81), and
over a one month period, as observed at one of our vantdge the IP addresses immediately preceding (12.5.51.88) an
points. If, for each IP belonging to a domain, the number @hmediately following the IP (12.5.51.82). We then check
messages sent out by the IP is larger than 10 and the fractiba similarity of these names by computing thevenshtein
of spam messages is less than 0.1, then the entire list of Pistance (LD) [4] between the names for IP, IP-1, and of
is added to SPF-good. As shown later, we use a commerdi| IP+1. This metric, commonly used in information theory,
spam detection software, which assigns each message a sowasures the edit distance between two strings by counting

that indicates the probability of being spam. the minimum number of operations needed to transform one
string into the other. An operation may be insertion, deleti
B. End-Hosts or substitution of a character.

In order to identify if a sender is an end-host, we use two We consider a spammer IP to have passed the Neighbor
checks in a sequential fashion: first, we check the sendeaming Test if LD(IP,IP — 1) < 6;p and LD(IP,IP +
IP address against blacklists of address prefixes which dre< ¢.p for some small threshold,p. Settingf.p = 6
purportedly assigned by ISPs to their end-users. Second, eavers most of the the naming conventions identified in [9].
recreate some commonly-employed heuristics used by spanf2) Keyword-based test: Because the above step relies
detection software, to identify if the sender is an end-hd& purely on similarity of names, it could suffer from false
apply the second test to senders which fail the first. positives. In particular, e-mail service providers and -end

1) End-Host IP Blacklists:We use two sets ofiddress networks may name their mail servers using sequential names
blacklists for testing if the IP address on an e-mail belong$hus, each sender IP that passes the above heuristic is also
to an end-host: PBL [8] and UDmap [22]. subjected to two additional tests to identify if it was a éals

PBL is a publicly-available DNSBL database of end-usgositive. First, we look for the RDNS name of the sender-
IP addresses, which largely includes address prefixes. PBLto carry specific keywords which indicate that they belong
was developed out of the Dynablock [5] blacklist, which wak cable, DSL or dial-up provider networks (e.g. dsl, cable,
originally developed as a list of Dial-up IP addresses. Bfrt telecom, telekom, ppp, dhcp, catv, wireless, broadbantl, 56
the IP addresses in PBL are maintained by network serviete.). IPs which do not have these keywords in their RDNS
providers participating in the PBL project. names fail the Keyword-based test.

In a recent study [22], it was shown that PBL misses If the IP passes the test, then we further check if the RDNS
several prefix blocks of dynamic IP addresses. In the samame include keywords in the most specific portion of the
study, the authors developed a new approach, calletap, RDNS name which indicate that the IP is likely to belong to an
specifically targeted at identifying dynamic IP addressckéo infrastructure server (such as mail, smtp, mx (but mox$/),
automatically. We obtained the UDMap list corresponding teeb, www, dns, name, etc.). If the keywords are found, then
the time period over which our analysis was conduéted. the sender IP is considered to fail the keyword based test.

2) More End-hosts:As Xie et. al point out in [22], the = To summarize, to identify if a sender is an end-host, we
UDMap tool may not identify several active blocks of dynamitirst check if it belongs in UDMap or PBL. If it does, then we
IP addresses. This is because the tool is based on user laginclude that it is an end-host. If it doesn’t, then we check
activity tracked over a limited window of time at a singlewhether the IP passes both the neighbor test and keyword-
network vantage point. The PBL blacklist is itself known tdased test. If it does, then the IP belongs to an end-host;
be incomplete in various ways [22]. otherwise, it doesn't.

In order to identify other end-host senders which evade theVerifying the tests. Because we use naming characteristics,
first check against UDMap and PBL, we use a collection ofur above categorization could have both false positives an
popular heuristics that some advanced spam filtering softwdalse negatives. Next, we present a small set of checks which
(such as Sophos Pure Message) employ to identify if tiseggest that our categorization of end-hosts using theeabov
sender IP address belongs to an end-host. These heurigtists is fairly accurate. In general, it is very difficult to
leverage common naming conventions employed by ISEsempletely check the validity of the end-hosts we identified
to label hosts in dial-up, dsl and cable Internet pools [9lising the naming tests. There is very limited knowledge of
Obviously, they only apply to spam senders whose IPs havéa@v ISPs manage the naming for such hosts, as many ISPs
valid reverse name. The heuristics apply on a per-IP basisconsider this sensitive information. Nevertheless, weklike

We apply the following two heuristics: accuracy of our approach by applying it kaowndynamic IP

(1) Neighbor Naming Test: The first heuristic flags a addresses listed in PBL or UDMap and quantify what fraction
sender as a potential end-host based on naming conventiohthe dynamic IPs are also identified by our simple tests. To
of ISPs. Most IPs belonging to DSL, Cable or Dial-up poolgo this, we first collected a list of sender-IPs found in eimai

logs collected at UW-Madison for Mar 2008 that also appeared

lUDmap uses a time-ordered log of Hotmail user activity, thategiv in PBL and UDMap end-host blacklists. From these, we picked
oo, UbMap computes r::nateer?trgcwgyet?itcst%ecTgn't'ffyafﬁgesrgggggf on the a random subset of 1M IPs which had reverse DNS names. We
woﬁf) appeapred topuse IP addregg also usingq neighboringpl%dam this applied neighborhood naming and key-word tests to these IPs
probability, UDMap derives the dynamic IP block. A total of 980K IPs (98%) passed the neighborhood naming



test withd, p, = 6. Of these, 930K IPs (93%) overall passethe IP space. We set= 0.05 2.

the keyword test. The high overlap between the IPs identifiedAmong the collected blocks, we pick out the ones which
by our approach and the UDMap and PBL lists indicates thate heavy spam senders. In particular, we select a blocleif th
our heuristic is fairly accurate. block as a whole sent out more than 100 messages in a month,

We also tried to checked if the IPs that were identified byith a collective spam ratio exceeding 90%.
the above two heuristics, butot foundin UDMap or PBL Blacklist 2: SPF-bad. As mentioned earlier, modern so-
were likely to be end-hosts. In particular, we used passige @histicated spammers have been publishing their own SPF-
fingerprinting logs compiled during Mar 2008 to identify theconformant domains and sending spam messages from the
OSes of the hosts in this category. We found that over 859tock of IP addresses associated with these domains; teys th
of the senders in this category used variants of the Windowke increasing chances of evading pre-acceptance filtees. W
operating system. Furthermore, we examined the e-mailifRyerage this fact to construct a blacklist of spam gang mem-
patterns of senders observed in our Mar 2008 data whibRrs. In particular, from all the domains appearing in threrff
used the same variants of Windows, and found that in a largédresses” of e-mails collected over period of a month at one

fraction of cases, the e-mails received from these senders wof our vantage points, we resolve the SPF RRs and compile the
overwhelmingly spam. list of valid IP addresses which are authorized to be astaatia

While not conclusive, these sets of checks provide jth the domains. We note here that unsophisticated spasimer
indication that our tests are capturing end-hosts IP addeesCiten create fake domain names, and insert both the domain
with very high probability. names and the corresponding SPF RRs into the DNS system.

They seldom spoof the sending domain (e.g. use yahoo.com
in the from address), because it is easy to catch such spoofing
We also check the e-mail history of each IP. If the number of
C. Spam Gangs messages sent out by an IP is larger than 10 and the fraction

of spam messages is larger than 6,6en the IP address is

In order to verify a sender-IP is part of a spam gangserted into our SPF-bad blacklist.
operation, we use two approaches. The first approach is basetlo summarize, in order to identify if a sender IP belongs to
on checking membership in existing blacklists. The secorfspam gang operation, we first check its membership in SBL.
approach employs heuristics which attempt to identify key found, the IP belongs to spam gangs. If not, we check in
operational mechanisms of spam gangs such as employifg two blacklists we constructed above. If the IP is found in
a large block of addresses simultaneously, and/or registerejther blacklist, we conclude that it belongs to a spam gang.
fake sender authorization records.

1) Spam Gang BlacklistSBL [7] is a publicly available D- Applying the Heuristics
DNSBL that collects verified spam gangs and spam supportTo minimize false positives and misclassifications, we em-
services. As we noted earlier, spam gangs constantly chapgey the techniques defined above in a specific order for each
their ISPs and operations to evade detection. As a consender IP. In particular, we always apply the legitimateveser
guence, the SBL ends up being incomplete. tests first. Based on the way we constructed the two whiselist

2) Identifying Spam Gang Characteristicén addition to that are employed in this approach, we feel that there is very
the above, we use two heuristics which attempt to detect kéiie scope of false positives (i.e. IPs being wrongly sléied
operational modes of spam gangs, such as the ones descrisededitimate). The remaining the two sets of tests can be
in Section 1I-B. Using each heuristic, we construct our ow@PPplied in any order. We chose to first apply the end-host
blacklists of spam gang operations. Our first heuristicfifies ~ tests, followed by tests for spam gangs. _
sophisticated spam gangs which abuse large IP blocks. ouEach IP is classified into a category based on the first set

second heuristic identifies the less sophisticated ones. ~ Of tests it passes. For each classified IP, we also tally the
vhplume of spam and ham it contributes. Finally, we aggregate

We construct and use the blacklist in a two-pass operatigt1 & volumes of ham and spam for all IPs in each cateqory. [P
In the first pass, we apply the heuristics to our entire e-majlc, VO'UMeS Sp S n gory. IF's
which fail all test are considered unclassified.

logs to construct the respective blacklists. Then, in a sgéco
pass, we check the sender-IPs found in our logs against the
blacklist to verify it it belongs to a spam gang operation.

Blacklist 1: Blocks of hyper-active spammers or “Bad
Blocks”. As mentioned in Section 1I-B, sophisticated spamQ
mers employ blocks of IP addresses to send spam. We qug%

for this property in the e-mail logs we collected. In partay LS . )
we employ the following steps: administrators, these mail servers receive 80% of all esler

. i . e-mails i.e. e-mails originating outside the university.
B(SD) Mglp segderZIPPz_idkdres?es 'nt%BSE preflxelsl:smg gIobaElor each e-mail, we log the metadata, such as the from
tables [1]. (2) Pick prefixes which have at leasiCtive 5 qqress; the to address and the message timestamp, albng wit
IP addresses. Similar to Xie et al, we addpt 8 which is
often the minimum unit for IP address ass_lgnr’rjent._ (S)TLbe 2We found that larger threshold, such as= 0.1 can cover more bad
the total number of addresses, active or inactive, in anessdr plocks with good accuracy. However, we adopt the smallethibleisto make
block. Leta; be the first active |IP address (in integer format}he results of the heuristics as strict as possible and toceethe chance of

; ; ks being falsely identified. A much smaller threshold, say 0.02, did
anda,, be the highest active IP address. Select blocks such t gfaﬁect the results adversely.

n = _(1 —€)*|a, — a1 + 1|, implying that the successive aCt.ive . 3We evaluated both less and more conservative thresholdg).5eand0.9,
IPs in an address block are (almost) footnote consecutivefdnnd the choice of values was not sensitive to the overalilts.

IV. ANALYSIS OF E-MAIL LOGS

Data description. We collected e-mail logs at the University
f Wisconsin-Madison’s Department of Information Technol
mail servers over a period of nine months between July 1,
7 and March 31, 2008. According to University network



the size of the e-mail and the IP addresses of the sending maiDur high level classification of sender IPs observed in this
relay. The likelihood of an e-mail being spam is tracked gsirdata as outlined in the previous section is shown pictgriall
Sophos Pure Message (SPM) — a commercial spam detecfogure 2. This figure also shows the relative volume of e-sail
technique. SPM assigns each message a spam score betwpam, and legitimate (ham) messages originated by senders i
0 and 1 using sophisticated checks for each e-mail; the sceach category.
indicates the probability of the message being spam. Like al First, we examine the overall success of our heuristics in
spam detection software, SPM may suffer both from falsgassifying the sender IPs into the three categories, namel
positives and false negatives, although we expect thaethésgitimate servers, spam gangs and end-hosts. The overall
proportions to be small. The Department of IT's mail serversuccess rate of our heuristic determines whether or not our
also receive several e-mails forwarded from other unitersi analysis of pre-acceptance filtering is complete and fremfr
internal servers. It is difficult to infer the true source glasn unknown biases. Fortunately, our heuristics achieve vendg
from the meta-data for the forwarded e-mails and hence weverage: In particular, we were able to classify 91% of
ignore them in our analysis. sender IPs into one of the three categories. These sender IPs
We use a threshold of 0.75 on the spam score to identigpntributed 83% of all e-mail, 86% of all spam e-mail, and
spam. E-mails with a spam score below 0.25 are consideregbs of legitimate e-mail.
ham. The default setting for identifying spam for all user We present the detailed breakdown of the sender IPs and
accounts on the University’s mail servers is 0.5. In cotfraghe e-mails they originate in Table I. We refer to it in our
our choices of the thresholds are much more conservative. Qimalysis below. We first present a high-level overview of the
conservative choice ensures that our empirical study iots reontribution of the three categories to the overall e-msghm
affected by misclassification of e-mails. and ham volume, followed by an in-depth analysis of each

_TO indicate the suitability of the threshold_s we chose, IBategory and a discussion of implications for pre-acceggan
Figure 1 we show the CDF of scores assigned to e-maflgering.

received during September 2007. As can be seen, our choice

of threshol_ds clearly segregates e-mail into spam and hqn@ender type [ #Ps [ #E-mails | #Spam | #Ham [ % Spam |
Over the nine month period, an average of 40 million e-maiStra [ 36M | 37./M [ 246M [ 123M | 65.00% |
were received per month at UW-Madison, of which 27 millionpopurar 022% | 284% | 025% | 795% | 5.73%
were classified as spam (68%) and 12 million were classiﬁmi@F’F'@looa 075% | 2125% | 0.12% [ 6235% [ 038%
as ham (29%), and only 3% were classified as gray (i.e., witfet sub fotal [ 098% | 2408% [ 0.37% [ 70.30% [ 1.01% |
a spam score between 0.25 and 0.75) using these thresh 1
The overall volumes of e-mail, spam and ham, and tisgross sub @ S % T 3781 % T S100% T 576 % =%
number of sender IPs observed remained roughly stable ov&gr 034% | 228% | 331% | 038% | 9447%
nine month duration. Bad blocks 0.26 % 3.49 % 5.17 % 0.34 % 96.47%
SPF-Bad 0.64% | 165.71% | 23.33% | 143% | 96.66%
[ Spam Gang: sub total] 1.24 % | 2147 % [ 31.80 % [ 2.15% [ 96.39 % |
[ Unclassified [ 892% | 16.60 % | 13.82 % [ 21.79 % [ 54.21 % |
TABLE |
CLASSIFICATION OF SPAM E-MAIIC_)(I)I\;THE DATASET FOR SEPTEMBER

1) High-level differences among sender categoriése
Fig. 1. CDF of E-mail score in the dataset for September 200zh&& focus first on end-hosts. From Figure 2 and Table I, we
lines indicate the thresholds gf= 0.25 andp = 0.75. note thata majority of all spam— roughly 54% — seems
to originate from end-hosts. End-hosts also make up an
overwhelming fraction of e-mail sender IPs (89%t the
A. Sender Characterization and Pre-acceptance filtering proportion of e-mail they send is not as high (38%). Our
observations regarding end-hosts are in agreement with pri
work (See [17], [22], for example) which has also shown that
a large fraction of spam originates from end-hosts. However
unlike our work, these studies do not examine where the rest
W Unclassified of the spam originates from, and the implications for pre-
;z"d";Gtg acceptance filtering.
We focus next on legitimate servers. From Figure 2 and
Table I, we note that legitimate servers constitute a small
‘ — ‘ fraction of the sender IPs (1%). However, they contribute
Sender P #Email  #iSpam  #Ham a significant fraction of all e-mails (24%). The good news
is that anoverwhelming volume of all haror legitimate e-
mail originates from these servers (70%). More importantly
the legitimate servers contribute a very low volume spam
In this section, we present the results from applying theverall (under 0.4%). The average spam ratio - which is the
techniques outlined in the previous section to the datec@d volume of spam over the total volume of e-mail - is shown
in September 2007. in the last column and is just 1% for the legitimate servers.

100%
90% |
80%
70%
60%
50%
40%
30%
20%
10%
0%

O Legit

Fig. 2. Classification of Spam e-mail in the dataset for Seper2ab07.



We discuss the implications of these observations on ptése in stopping spam from these end-hosts, the senders may
acceptance filtering in the next section. have to bendividually blacklisted, as opposed to blacklisting

We turn our attention to spam gangs. To the best of oantire ranges of IP addresses. In order to create a blacklist
knowledge, prior work has not examined the role of spathese senders, an SMTP server could use the same heuristics
gangs in the e-mail spam problem. From Figure 2 and Tableals we do, namely, heuristics based on neighbor names and
we note that spam gangs make up only a very small fractikey-word based tests. Note that these are “static” hecsisti
of senders (1.24%). Quite susprisingly, they contributé2if and can be applied even if a host sent just a few e-mails
all e-mail,almost all of which is spanCrucially, 32% ofall e- (i.e., it is not necessary to track spamming history overynan
mail spamoriginates from this small collection of senders. Thenessages). In fact, many SMTP servers already maintain and
average spam ratio for the spam gangs is very high — neadse such blacklists. Thusip-to-date blacklists of individual
96%. Thus, spam gangs are serious offenders in terms of #ma-hosts could further filter 16% of all spam.
overall spam volume and attention must be paid to developWe now turn to legitimate server. Since legitimate servers
mechanisms to thwart their activity. In the next section, weontribute a majority of ham and almost no spam, it may be
show how pre-acceptance filtering can play a crucial role. highly beneficial to construct a whitelist of these serverd a

Finally, we note that roughly 8% of ham or legitimate eaccept all e-mail originating from senders in the list. Thead
mail appears to originate from end-hosts and spam gangs patount of spam originating from the legitimate servers can b
together (the former contributes 6% and the latter contebu filtered using post-acceptance tests; the low volume of gssma
2%). Although this fraction is small relative to the volumenvolved in post-acceptance tests implies that the overlosa
of spam from these two sets of the senders, the fractitie receiving SMTP servers will be minimal if whitelisting i
should ideally bezero (this is because spam gangs are deditsed for the legitimate servers.
cated to sending unsolicited e-mails, and end-hosts aetyrar There could be multiple ways of constructing such whitelist
configured as SMTP servers [22]). Upon examining thesad our in-depth analysis of the legitimate senders indgat
messages, we found that the set of sender IPs responsima the whitelist may be constructed. For instance, from
for sending these legitimate messages had an average sfable | we note that servers in SPF-good category form
ratio of 96.5% and a standard deviation of 8.38%, indicatirey majority of the legitimate senders (0.75% out of 1.0%).
that these messages come from heavy spammers. Thus, Béaders in SPF-good originate a significant fraction of ham
unlikely that we classified legitimate servers into endth@s (62%) and almost no spam (0.12%). Recall that we constructed
spam gangs. In fact, the above observation indicates tlst ithe SPF-good list by monitoring the spam sending activity of
more likely that some spammers are able to get a significa#nders with SPF RRs over a one month period. An SMTP
amount of e-mail through without being detected by thserver can employ a similar sending-history based tecleniqu
Sophos spam detection software employed at UW-Madisdn.populate a whitelist of mail senders. In the next sectiom,
Such false negatives could have an impact on the ability siiow that the SPF-good whitelist can in fact be construcyed b
SMTP servers in constructing effective pre-acceptancerdilt monitoring sending behavior over roughly a one week period,
(e.g. sending history based blacklists) which we discughen and that the computed list could be used fairly effectively f
next section. a month or more without requiring any updates.

For completeness, we studied if these high level observa-Similarly, we note that senders in the popular sender cat-
tions held true for other time periods when data was coltecteegory contribute a further 8% of all ham and just 0.25% of
In what follows, we compare the observations derived fail spam. They make up 0.22% of all senders. Their average
data collected in Sep 2007 against those derived for Mgpam ratio is also low (5.7%). A whitelist of popular servers
2008. While we omit the detailed results for brevity, wean be constructed by an SMTP using techniques similar to
note that our techniques were able to classify senders quite ones we used.
successfully. Overall, 84% of senders were classified af@l 81 Overall,if an SMTP server maintained an accurate whitelist
of all e-mail originated from them. In terms of the overalbf legitimate servers (including popular servers and sesve
contributions from the different categories, that the pmdjons  with SPF RRs and good sending history), then the list would
remain qualitatively the same across Sept 2007 and Mar 2088ffice to let through nearly 70% of all legitimate e-mail and

2) In-depth analysis and the role of pre-acceptandiext, just 0.37% of spam. Furthermore the list would only contain
we delve deeper into the three categories of e-mail sendarsmall number of IP addresses
and examine their contribution to the overall spam and hamOur conclusion regarding legitimate servers is also sup-
volumes. We also discuss the implications of our obsermatioported by Venkataraman et al. in [20], who show that IP
on pre-acceptance filtering and discuss how appropriate paeldresses which have a long-lived sending history cori&ibu
acceptance filters can be built. the majority of legitimate e-mail.

First, we note from Table | that 84% of the sender IPs Next, we discuss the role of spam gangs and the effective-
belong to the dynamic IP address prefix blacklists, i.e. PBiess of pre-acceptance filters in thwarting spam origigatin
and UDMap. These contribute a huge volume of the spanom these senders. From Table I, we first note that nearly 20%
overall (38%). This simple observation indicates thiaicklists of the sender IPs in this category (0.26% out of 1.24%) belong
of dynamic-IP address blocks can filter 38% of all spanto sophisticated spammers who use blocks of IP addresses
This observation is similar to that made by past work on thgabeled “bad blocks”). These spammers originate 5% of all
effectiveness of such blacklists [18], [22]. spam e-mail. The average spam ratio of these senders is 97%.

The remaining end-hosts were identified using our naming-Recall that we constructed the “bad blocks” list by mon-
based heuristics (the heuristics are applied after firstkihg itoring spamming activity over an IP range for a certain
against PBL and UDMap). This category of end-hosts coduration of time. An SMTP server can similarly track histai
tributes 16% of all spam. While blacklisting is certainlyesff spamming activity from IP address blocks and construct a



blacklist of such sophisticated spam gangs. Assuming st SPF-bad

a blacklist can be constructed in an accurate fashion, itbean
combined with the address blocks corresponding to dynan
IP addresses to create a “master blacklist” of address bloc
from which only spam and almost no ham can origin#e.

aggregate prefix based blacklist of this form can filter 43¢
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and the rest from bad blocks or sophisticated spam gangs)
practice, however, maintaining an up-to-date blacklisthaf
sophisticated spammers is challenging because the list m
be updated very frequently. But it is possible to build an — ‘
maintain such a list, as we show in the next section. ’ 0 ® ° S day

We note that several spammers in the spam gang category
rely on registering fake SPF RRs in an attempt to bypass fify. 3. Effectiveness of history-based whitelist and blisti the coverages

tering (labeled “SPF-bad”). These less sophisticated spens obf hamskalmd s;t)tams for ter?Ch list r(]togl))teta_nd stﬁnders fgr ea;:lrdiﬁt;(b). Ngte
: weekly patterns in the graph plotting the number of legite senders
make up over half of the IPs in the spam gang category (0'64 ntified over time — fewer legitimate senders appear on weike

out of 1.249%). Surprisingly, these spammers contribute 23%
of all spam. The average spam ratio of these spammers is
0.97. These spammers are quite difficult to identify. These
senders look "legitimate” in many ways - they have SPF To answer these questions, we compiled the lists, i.e
RRs and legitimate looking domain names which appear Vela SPE-qood whit Iqt d tH SPE-B pd d Bad B'l 'k"
different than the ones typically applied to end-hosts. ritheo \Ee good whitelist an e ad an a OCkS

15000

1000

#senders

5000 ©

; : : lacklists, based on the e-mail logs collected over theethre
to identify and blacklist these spammers, an SMTP ser i'gtinct time intervals, namely one day (31 Sep., 2007), one

will have to track their spam sending history, similar to th
approach we employed in building the SPF-bad blacklist. A&€K (25-31 Sep., 2007), and one month (Sep., 2007). We
soon as poor spamming history is identified (i.e. the hos plied the whitelist and the blacklists to the e-mail logsthe

spam ratio becomes worse than, say, 0.75, and a suffici8 E(ttr;)ogth (.OCt't'hZOIQ? %nd. compuLe((jj the_ nLtJrr]nber otf senc{ﬁrs
number of e-mails have been received), each sender ihed using the TISIS during each day in the next montn.

be blacklisted individually. (Note that prior to blackiisg, ' iSO computed the number of ham e-mails (for the SPF-

: ; d whitelist) and the number of spam e-mails (for the two
detecting spam from a sender would require post-accepta 0 | X . >
content-based tests. Once blacklisted, the sender caneredil b agkhsts) contributed by the |dgnt|f|ed senders.
in the pre-acceptance stage.) In the next section, we examinfigure 3 shows the results. First, we note that the number
the time-scales at which the sender history must be tracked £f legitimate senders identified each day increases as fonge

the effectiveness of the blacklists constructed in thifitas ~ INtérvals are used to compute the SPF-Good list. The list
Finally, we note that SBL, the public list of spam gangOomputed using one month’s worth of data performs the best.

IPs, covers a very small fraction of all e-mails (just 2.3%)he one computed using one week of data also performs

indicating that the blacklist is grossly incomplete witlyaeds easonably well, especially in terms of the volume of ham
to spam gang membership. originating from the identified senderdhis indicates that
We repeated the in-depth analysis using data from the Mar€gitimate senders which contribute the most to the overall
2008 data set and found that the observations for each egteg®!ume of ham can be whitelisted using a short time-window.
were similar to those obtained using the September 2007 datalhe differences between the one-week and the one-month
We omit the results for brevity. lists are much more pronounced for the SPF-Bad and the
_ ) ) ~ Bad blocks blacklists. In these two cases, the one-month lis
B. The effectiveness of history-based White- and Blatk-lis performs significantly better. This indicates thatorder to

In the previous section, we referred to three history basédentify spam gangs and add them to these blacklists their
lists (white or black) — SPF-Good, Bab Blocks and SPF-Bagending behaviors need to be monitored over a fairly long
and pointed out the crucial role they play in pre-acceptantiée interval spanning a few weeks to a month.
filtering. Our evaluation of these lists considered an ideal While the one-month list performs the best in the case of
situation where an oracle computes the lists based on sgnd8PF-Bad and Bad blocks, the number of senders identified
patterns over a large time interval and the list is appliedlto each day using the one-month list and the volume of spam
e-mail received in the same interval (Note that the sendersd-mail filtered each day by applying this list falls signifitig
other categories such as popular servers and end-host®didaver time. In particular, the performance of the SPF-bad lis
require us to track history — these senders can be classifieddvops as soon as the list is stale by 3 or more days. For the
the basis of static host properties like host names and lor8ad blocks list, the performance suffers once it is stale by 2
term popularity). Our evaluation thus shows the ideal exteweeks or so. This is in contrast to the SPF-Good list where
to which pre-acceptance filtering could be useful. both the number of legitimate senders and the volume of ham

In this section, we examine the practical challenges &mail they sent were both fairly stable over the entire mont
building and maintaining the lists. In particular, we exami This indicates that the SPF-Bad and the Bad blocks black list
if history-based lists collected on the basis of e-mail olrs@ which correspond to spam gangs must be updated periodically
during one time interval will be effective for future timeonce every few days for the former, and every 2 weeks or so
intervals, and we study how to choose the appropriate sifog the latter in order to ensure that the blacklists are efifee.
of the interval and the update frequencies for the variats.li In contrast, SPF-Good can be updated much less frequently.



C. Measurement Summary note here that Jung et al in [15] make similar observations

Our measurements indicate the following: regarding keeping a small collection of popular DNSBLs
(1) A large fraction of all spam originates from end-hostdPNS Blacklist of spam domains) up-to-date, but they do
who also make up nearly 90% of the senders. Spam garig examine how the time-scales for update depend on the
make up a small fraction of the senders but contribute SR€CIfic category of spam senders in question. Also, they
disproportionately large amount of spam. Legitimate served0® not provide a discussion of the overall effectiveness of

send most of the legitimate e-mail and very little spam.  Placklist- based approaches in mitigating the overall spam
(2) Up-to-date blacklists oflynamic address prefixesan A final key difference between our study and the prior works

filter at least 38% of all spam. Up-to-date blacklists of seph IS that prior studies don’t quantify how much spam origisate

ticated spam gangs which use blocks of IPs can filter at le&§m legitimate servers and don't study the role of whitig.

5% of spam. Thus, accurate IP prefix blacklists can filter 43% In recent years, botnets have emerged as a major tool for

of spam. Up-to-date blacklists dfidividual end-host IPs can sending spam from end-hosts. Ways to identify the spamming

filter up to 16% of all spam. Up-to-date blacklists of indival €nd-host bots have been explored in [11], [16], [17], [23].

spam gang IPs can filter up to 23% of spam. ThUS, b|ack||§}@te that, in contrast with these Studies, our characteoizaf
of individual IPs can filter an additional 39% of spam. end-hosts is very broad and could involve hosts from botnets

In all, blacklists can potentially filter 86% of all spam.  ©Of various sizes, as well as other infected individual home

(3) Whitelists covering a small fraction of legitimate sersle cOmputers. Thus, the botnet studies complement our work by
(1% of senders) are sufficient to let an overwhelming fracticllowing for a deeper analysis of the role played by infected
of all ham through. These servers contribute very littlenspa €nd-hosts in generating spam. o

(4) The blacklists and the white lists differ significantly i~ Similar to identifying botnet characterization, reseansh
terms of the time intervals over which e-mail activity must bhave aimed to identify IP hijacking events in [14], [17], [24
observed, and the rate at which the lists must be updatedand the e-mail sending activity of spammers who use hijacked
fairly good whitelist of legitimate servers can be constedc Prefixes. We note that our characterization of spam senders
by monitoring sending history over a one week period arfépes notinclude senders who may have used hijacked prefixes.
compiling a list of popular servers. In contrast, to constru
an effective blacklist of spam gangs an SMTP server must VI. CONCLUSION
monitor sending activity over much longer time periods. The Effective pre-acceptance filtering can significantly lowes
white list can be updated infrequently, while the two blasksl |oad on SMTP servers today. In this paper, we analyzed the
corresponding to spam gangs must be updated once every fewits of effectiveness of pre-acceptance spam filteringe W
days or couple of weeks depending on the list. studied a dataset consisting of nine months of e-mail agtivi

V. RELATED WORK to first discover the spam sending actjvity of three categgori
) ) . of hosts — end-hosts, hosts belonging to spam gangs and
_ There have been several studies relating to spamming f&itimate servers. We leveraged the observations reggrdi
tivity on the Internet, and various spam _f||ter|ng solutlong1e sending properties of these hosts to evaluate the bveral
have been proposed. We provide an overview of these studigctiveness of pre-acceptance filters. We also examined t
followed by a discussion of how our study complements thefme-scales at which the activity of sending SMTP servers

Several studies have attempted to mitigate spam using N@iist be monitored in order to construct effective black and
content based filtering methods. Clayton demonstrated thgijte lists. Overall, we find that it is possible to construct
analyzing e-mail sender characteristics, such as, the auofb pre-acceptance filters that can eliminate 90% of all spar, bu

delivery failures, null return path SMTP envelope, and aari some of the filters must be updates on a very constant basis
tions of HELO messages, using simple heuristics can be-effgg, accuracy.
tive in detecting spammers [12], [13]. Sender characiesist
are used in a similar approach proposed Ramachandran et al., REFERENCES
who used clustering algorithms based on the sending pattern BGP Tables from the University of O RouteVi B hito:
of multiple senders over a given time window as an indicator™ Trooat AarenoiAsidat oY of regon Houteviews Bl hfip:
of whether a sender is a spammer [19]. Venkataraman @f] Hotmail Operators: Private Communication.
al. showed that network-aware clustering of IP addressespaéil !:S nct>t titbotut the hfp?m- http://googleblog.blogspot.@ia7/10/
: H H H N Its-not-about-spam.ntmi.

.COUpled.Wlth the Spam ratio h!story of individual IP sender 4] Levenshtein Distance. http://en.wikipedia.org/Miilévenshtein
is effective in classifying e-mail senders as spammers or N0~ distance/.
based on their IP [20]. In another non-content based approad[g% got Just Fénotfr\‘er BO%LIJIST_List- ht;p:/f]www%njaglég/rg/- CoAl Emai

; _ ; pam eaches -Time ig 0 b O mail.
Beverly .and Solins showed that transport layer.Charaﬂte.ﬂ http://www.commtouch.com/Site/NewSvents/pr content.asp?news
of e-mail senders, e.g., number of retransmissions, mimMimu  jg=942&cat id=1.
window advertised, and initial round trip time estimatee ar [7] Spamhaus Block List. http://www.spamhaus.org/sblfiniesso.
effective in identifying spammers [10]. [8] The Spamhaus Project. http://www.spamhaus.org/.

. . 0["9] Suggested generic DNS naming schemes for large net-
) Complementing these works, _and adding to the body works and unassigned hosts. http://tools.ietf.org/wsdgh
literature on spam filtering techniques, our paper shows the draft-msullivan-dnsop-generic-naming-schemes-00.txtjl R006.

effectiveness of simple techniques based on bIacinst'rn[g al10] R. Beverly and K. Sollins. Exploiting transport-leveharacteristics of
e . . . . spam. INCEAS Aug. 2008.

Wh|te_||5tmg- We also prowde a d|SCU§S|0n Of the techn’qu?ll] K. Chiang and L. Lloyd. A case study of the rustock robtkind spam

required for, and challenges involved in creating and updat bot. InThe First Workshop in Understanding Botne2607. _
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