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Qunfeng Dong Yigal Bejerano

Abstract— Recently, wireless mesh technology has been used
for military applications and fast recovery networks, referred to
as nomadic wireless mesh networks (NWMNs). In such systems,
wireless routers, termed nodes, are mounted on top of vehicles
or vessels. The vessels may change their locations according
to application needs and the nodes are required to establish a
broadband and reliable wireless mesh network. For improving
network performance, some vendors use directional antennas
and the mesh topology comprises of point-to-point connections
between adjacent nodes. Consequently, the number of point-to-
point connections of a node is upper-bounded by the number of
directional radios (and antennas) that it has, which is typically
a small constant. This raises the need to build robust (i.e., two-
node/edge-connected) mesh networks with bounded node degree,
regardless of the node locations. This paper presents practical
solutions with provable properties for constructing efficient and
robust wireless mesh networks using directional antennas. First,
we formulate the design problem to be theoretically equivalent
to the construction of bounded degree two-connected mesh
topologies. Then, we present simple schemes for constructing
such solutions with small constant degree bounds. Finally, our
extensive simulations show that our schemes find robust and
efficient topologies for various settings with node degree bounded
by 4, while preserving small hop-count distance between nodes
and gateways.

I. INTRODUCTION

Wireless mesh network has been widely recognized as
an emerging technology for low-cast fast deployed commu-
nication networks. Nowadays, they are used for numerous
applications such as wireless backhaul, public safety, and
public Internet access [1], [2]. In such systems, some wireless
routers, referred to as nodes, are statically deployed at different
locations. Each node is typically equipped with multiple mesh
radios to form a connected mesh [3], [4], [5]. Besides the mesh
radios, each node may also have other wireless interfaces to
form wireless local area networks (WLANs) for client access.
Some of the wireless routers, termed gateways, are connected
to the Internet through additional network interfaces. Thus, by
routing packets within the mesh, wireless mesh networks can
be used for both local communication and Internet access.

For improving network performance, several equipment
vendors [3], [4], [5] connect mesh radios to directional anten-
nas, referred to as directional mesh radios. Directional anten-
nas have a number of technical advantages over conventional
omni-directional antennas, including extended transmission
range, low interference, low transmission power, and so on [6],
which make them very attractive for static and quasi-static
environments. For simplifying network deployment, some ven-

dors [3], [4] utilize point-to-point paradigm. In particular, each
directional mesh radio is paired with another directional mesh
radio installed on another node within reach (i.e., neighbor)
to form a point-to-point connection between them. For that,
the two directional mesh radios must be properly oriented
toward each other and assigned to the same wireless channel.
Directional mesh radios on different links are assigned to
orthogonal channels to avoid interference.

Recently, wireless mesh technologies have been used for
fast deployment of disaster recovery networks and for military
applications. In these applications, wireless mesh routers are
mounted on top of vehicles or ships [7], which may change
their location according to application needs. The nodes are
required to identify their neighbors and establish point-to-point
connections with some of them to form a robust connected
network, regardless of node locations, referred to as nomadic
wireless mesh networks (NWMN). NWMNs are required
to provide broadband and reliable communication by using
wireless mesh routers assuming quasi-static mobility patterns,
i.e., a node may change its location but it tends to stay in
the same place for a long duration. For such applications,
directional mesh radios can be efficiently utilized to establish
high capacity point-to-point connections, without suffering
from the typical problems of dynamic directional antenna-
based environments, such as deafness [7], [8].

In this paper, we study the problem of building robust
NWMN topologies, where the degree of any node does not
exceed its number of available directional mesh radios. This
study is inspired by a commercial project of our organization
for designing a dynamic fault resilient wireless mesh networks
for naval applications. In this project, we install a wireless
mesh router (e.g., BelAir200 mesh nodes [9]) on each vessel,
and the mesh routers are required to form a robust wireless
backbone (i.e., two-edge-connected or two-node-connected)
composed of point-to-point connections between adjacent
nodes. Generally speaking a network is termed two-edge/node-
connected if there are two edge/node disjoint paths between
every pair of nodes. Thus, even if a link or node becomes
temporarily unavailable because of ship movement or link
failure, the entire network is still connected. These networks
will be used for two main applications. The first is providing
broadband and reliable communication for a fleet of ships at
sea, where the flagship is used as the gateway. The second is
connecting ducked ships in a harbor with the shore, where a
few gateways are deployed on the shore side.
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(a) The full graph.
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(b) Bounded degree

subgraph (K=2).


Fig. 1. An example of a bounded degree robust network.

We assume all the routers are identical and hence have
the same number of directional mesh radios, denoted by K,
which we refer to as the maximal node degree of the graph or
simply as the graph degree. In our study, we give as input
a full graph comprised of all the candidate links between
every pair of adjacent nodes that may establish a point-to-point
communication link with an adequate channel quality. Since
the maximal node degree of the full graph may be higher
than K, our objective is to find a robust (i.e., 2-node/edge
connected) sub-graph of the full graph with a maximal node
degree at most K. For example, consider the network in
Figure 1-(a), where the dashed lines denote the candidate
links. Let us assume each node is equipped with K = 2
directional mesh radios and our objective is to build a strongly
connected mesh topology. Although each node is adjacent to
multiple potential neighbors, in the mesh topology we build
(represented in Figure 1-(b)) every node establishes point-to-
point connections only with two of its neighbors.

A. Wireless Mesh Networks With Directional Antennas

Directional antennas have gained a lot of attention in the
last decade as a proved technology for improving the per-
formance of wireless systems. Recently, directional antennas
have also been used to improve the performance of wireless
ad-hoc networks [7]. However, in dynamic multi-hop wireless
environments, directional antennas raise several deployment
difficulties that result from their asymmetric transmission
characteristics. These difficulties include neighbor discovery,
deafness, and new types of hidden node problems [7], [8],
which have motivated the development of new MAC proto-
cols [10], [11]. Other challenges, such as routing [12], [13],
[14] and topology control for power efficiency [15], [17], [16]
have been addressed at the networking layer. However, very
little attention was given to topology control algorithms that
construct strongly connected network topologies with bounded
node degree.

B. Bounded Degree Sub-graphs

A similar problem to the one we address is finding minimum
degree spanning subgraphs, i.e. trees or two-connected sub-
graphs, which is known to be NP-hard for general graphs [18].
Addressing this challenge, Fürer and Raghavachari introduce
in [19] a near optimal solution that finds a spanning tree
whose degree exceeds the optimal degree by at most one. The
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Fig. 2. An example of a node neighborhood and selected neighbors.

problem of finding minimum degree two-connected spanning
subgraphs is more challenging. To this end, Klein et al.
[20] provide a quasi-polynomial time approximation algorithm
for finding two-edge-connected spanning subgraphs, whose
degree in all cases is guaranteed to be at most 1 + ε times
the optimal degree ∆∗, plus an additive O(log1+εn) for any
ε > 0. Thus, for large graphs the later cannot guarantee to find
a two-connected subgraph with a small degree.

Unlike the minimum degree spanning subgraph problems
that seek to minimize the degree of a given graph, our objective
is to find a two-connected subgraph with bounded node degree
regardless of the full graph topology. Obviously, in the case of
arbitrary full graphs, the answer to this challenge may be as
high as the number of the graph nodes minus two1. However,
in wireless networks, a node typically may establish point-to-
point connections only with nodes in its geographic vicinity.
We assume the use of identical mesh nodes with the same
sector size on all directions, as depicted by Figure 2-(a). From
this implies that the potential neighbors of a node are located
in a disk centered at the node location, referred to as the
node neighborhood. For instance, Figure 2-(b) a node u with
eight potential neighbor in its vicinity and it has established
point-to-point connections with only three selected neighbors.
Consequently, the full graph can be properly modeled as a unit
disk graph (UDG) [21], i.e., a candidate link exists between
two nodes in the full graph if and only if they are within a
given distance R from each other2. This is a commonly used
model for wireless networks and, especially, it is a reasonable
model for naval applications, which are the main interest of
this study.

For UDGs, several algorithms for calculating bounded de-
gree subgraphs have been designed. In [22], Wang and Li
present an algorithm for localized construction of a bounded
degree planner spanner. They proved a constant stretch factor
and a bounded node degree, but the degree bound is very high
(20). In [23], Li, Hou and Sha describe a minimum spanning
tree based topology control algorithm that builds connected
subgraphs with a bound of 6 on node degree. Later, in [24],
Kumar, Gupta and Das present a topology control scheme that
finds a small degree spanning tree by using the algorithm of

1For example, consider a graph comprised of two stars that share the end-
nodes but the two hub nodes are not connected.

2In this study we are interested only in high capacity point-to-point
connections and we assume that R is selected accordingly.
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Fürer and Raghavachari in [19]. Their simulations show that
typically 3 or 4 mesh radios are sufficient to construct such a
tree. Recently, in [25], Wu et al. show that connected UDGs
have spanning trees of degree 5 or less. To the best of our
knowledge, this paper is the first to address the problems of
finding bounded degree two-connected subgraphs of UDGs,
which are known to be NP-hard [26].

C. Our results

This study has two fundamental objectives. The first is
determining the minimal number of required directional mesh
radios attached to each node to ensure two-connectivity, as-
suming the full graph is a UDG that satisfies the same two-
connectivity requirement. To this end, we show that some
instances require the graph degree to be at least 10 and 5
for ensuring two-edge-connectivity and two-node-connectivity,
respectively.

Our second objective is finding simple algorithms for de-
termining robust mesh topologies with guaranteed low bound
on node degree. Besides connectivity requirements and degree
bounds, we also consider other performance metrics such as
throughput and end-to-end communication delay. For through-
put maximization we assume that the full graph comprised
only of candidate links with high capacity3 and for reducing
delays we seek solutions with small hop count distance be-
tween every node and its closest gateway.

This study introduces a simple two-phase scheme for build-
ing efficient two-connected subgraphs for any arbitrary full
graph, instead of just a UDG. In the first phase, we build
two-connected sparse subgraphs for any given full graph. If
the given full graph is indeed a UDG, then small constant
degree bounds can be derived for the subgraphs we build.
More specifically, we describe two simple algorithms that for
UDGs find subgraphs with maximal node degree of 10 and 6
that ensure two-edge-connectivity and two-node connectivity,
respectively. These two-connectivity algorithms are the main
algorithmic result of the paper. In the second phase, we per-
form a simple link augmentation process for reducing the hop-
count distance of the nodes to the gateways, while preserving
the subgraph degree bound and connectivity property. The
scheme efficiently handles both single-gateway and multi-
gateway scenarios as well as addressing candidate links with
various capacities.

Finally, we evaluate the practical effectiveness of our pro-
posed solutions through extensive simulations. In our simu-
lations we consider two models of full graphs, one is the
UDG model and the other is a Quasi-UDG model, which is an
extension of the UDG model commonly considered as close
enough to reality [27]. For both models, we evaluate both
achieved bound on graph degree and the hop-count distance
from the gateway(s). We observed impressive results for these
two metrics for both graph models. Our simulation results
demonstrate that using at most four directional mesh radios

3Obviously, the performance of wireless links is time varying. Thus, we
consider only candidates links that provide high capacity in the long run.

per node and less than 10% of nodes as gateways, we are able
to build robust mesh topologies where each node is at most
3 hops from some gateway in the UDG model and at most 4
hops from some gateway in the Quasi-UDG model.

II. PRELIMINARIES

A. The Network Model

In this work we consider a nomadic wireless mesh network
(NWMN) comprised of wireless routers deployed on vessels or
vehicles. Each wireless router is equipped with K + 1 mesh
radios that K of them are attached to directional antennas
and are used for establishing high-capacity point-to-point data
connections with adjacent nodes, while the last mesh radio is
attached to an omni-directional antenna and is used only for
management proposes, as proposed by BelAir Networks [3].
The vessels may change their locations for meeting application
needs. Each time a vessel changes its location, its attached
wireless router utilizes its omni-directional mesh radio to
discover adjacent routers. Then, it sends the neighborhood
information to decision points (one or several) that determine
the network topology and update the nodes about the selected
point-to-point connections. Evidently, the transmission range
of a directional antenna is significantly longer than the one
of the omni-directional antenna. However, since we interested
only in establishing high capacity point-to-point connections,
we assume that the potential neighbors of a node are confined
in the transmission range of its onmi-directional antenna, while
control traffic can be send over low capacity links.

In this study we focus on the design of topology selection
algorithms executed by decision points. To this end, we denote
by F (V,EF ) the full graph that represents all the possible
point-to-point connections, where the set of nodes V denotes
the wireless routers and the set of edges EF specifies all
the possible point-to-point connections. Recall that in the full
graph F (V,EF ), the degree of a node may be more than K.

B. Problem Statement

In this work, we would like to find a subgraph G(V,E)
of F (V,EF ), such that E ⊆ EF , the degree of any node
in G is at most K and G still satisfies some connectivity
requirements. In particular, we consider two-edge-connectivity
that guarantees two edge-disjoint paths between every pair
of nodes, and two-node-connectivity that provides two node-
disjoint paths between every pair of nodes. Our objectives are
formally defined as follows.

Definition 1: (BOUNDED DEGREE TWO-EDGE-
CONNECTIVITY) Given a two-edge-connected full graph
F (V,EF ), find a minimal integer K2EC and a polynomial-
time algorithm that finds a two-edge-connected subgraph
G(V,E) with maximal node degree no larger than K2EC .

Definition 2: (BOUNDED DEGREE TWO-NODE-
CONNECTIVITY) Given a two-node-connected full graph
F (V,EF ), find a minimal integer K2NC and a polynomial-
time algorithm that finds a two-node-connected subgraph
G(V,E) with maximal node degree no larger than K2NC .
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(a) Minimal degree of  10

for  2-edge-connctivity


(b) Minimal degree of  5

for  2-node-connctivity


Fig. 3. Lower bounds on K2EC and K2NC in UDGs.

Obviously, for some full graph topologies there are sub-
graphs with degree as low as 2 that preserve the connectivity
requirements, i.e., when the full graph contains a Hamiltonian
cycle [18]. However, our objective is to find two minimal
constants K2EC and K2NC that ensure the existence of
twoedge/node connected subgraphs with degree bounds of
K2EC and K2NC , respectively, regardless of the full graph
topology. As explained in Sub-section I-B, in the case of ar-
bitrary full graph, the required number of directional antennas
may be as high as the number of the graph nodes minus 2.
Thus, just for the analysis of the degree bound, we assume the
use of identical mesh nodes with the same transmission range
R on all directions. Thus, we model the full graph as a unit
disk graph (UDG) as defined in [21]. More specifically, the
nodes are considered as points in the plane and two nodes are
adjacent if and only if the (Euclidean) distance between them
is at most R, where R is taken as the unit distance. Recall
that our algorithms guarantee that the calculated subgraph are
two-connected for any arbitrary full-graph that satisfies the
connectivity requirements.

Beside topology control, appropriate channel allocation that
eliminates interferences is another critical requirement for
improving the network performance. In this study we assume
enough channels such that adjacent point-to-point connec-
tions can easily associated with non-interfering channels, e.g.,
Blair [3] solution is based on IEEE 802.11-a technology
with at least 12 non-interfering channels. The problem of
appropriate channel allocation when the number of available
channels is small is beyond the scope of this paper.

C. Properties of Unit Disk Graphs

We now turn to present lower bounds for K2EC and K2NC .
These upper bounds are based on the following fundamental
property of UDGs, proved in [28].

Property 1: Consider any node u of any given UDG and
let H(V ,E) be the subgraph induced by u, all its neighbors
and the edges between them. Then, the maximum independent
set of H has at most 5 nodes, i.e., any subset of V of size 6
or more contains neighboring nodes.

By using Property 1, we illustrate in Figure 3 that the
lower bounds on K2EC and K2NC in UDGs are 10 and 5,
respectively. Figure 3-(a) demonstrates that at least degree
10 is needed for preserving two-edge-connectivity of some
UDGs. In this example, 5 node pairs are evenly placed along

the fringe of the unit disk centered at the central node. Thus,
every node is adjacent to its peer node and the central node
but not adjacent to any other node. To provide two-edge-
connectivity, the central node has to be connected to the
other 10 nodes, resulting in a degree of 10 on the central
node. Figure 3-(b) shows that at least degree 5 is required
to maintain two-node-connectivity of the considered graph.
Again, the 5 nodes along the fringe of each unit disk are
even distributed. Two nodes are connected if and only if their
Euclidean distance is at most 1. The central nodes of the unit
disks both have degree 5. In this example any removing of a
link results with a subgraph that is not two-node connected.

III. TOPOLOGY CONTROL ALGORITHMS

A. Scheme Overview

In this section, we present efficient two-phase scheme for
building bounded degree two-connected subgraphs. At the first
phase, the scheme builds two-connected sparse subgraphs.
In Section III-B, we present a simple Backlink-Based Algo-
rithm (BBA for simplicity) for building a subgraph G that
preserves the two-connectivity of the full graph (either two-
edge-connectivity or two-node-connectivity). First the algo-
rithm calculates a Depth-First-Search (DFS) tree which has a
maximal node degree of at most 6, as prove below. Then, for
ensuring two connectivity, the scheme calculates a subgraph
G that contains the links of the DFS tree and non-nested
backlinks. If the full graph is a UDG, the maximal node
degree of the subgraph G we build is at most 10. As we have
discussed in Section II, this is the minimal node degree that is
required to maintain the two-edge-connectivity of some UDG
topologies. Then, in Section III-C, for two-node-connected
full graphs, we present a backlink Shifting and tree edge
Removal Algorithm (SRA for simplicity) for post-processing
the two-node-connected subgraph calculated by BBA. The
resulting subgraph G is still two-node-connected, and if the
full graph is a UDG, the maximal node degree of the resulting
subgraph G is at most 6. At the second phase, described in
Section III-D, the scheme augments the calculated subgraph
with additional links for reducing the hop-count distance of the
nodes to the gateways, while preserving the degree bound and
connectivity property. Then, in Section III-E we extend the
scheme to handle networks with multiple gateways. Finally,
in Section III-F we consider the case where the links have
different capacity and we briefly describe some techniques for
improving the quality of the calculated subgraph. Due to space
constraint only sketches of the proofs are provided.

B. The BBA Algorithm

We start with the following key property of Depth-First-
Search (DFS) trees that is central to the design of our
algorithms.

Lemma 1: If two nodes u and v are adjacent in the full
graph, then in any DFS tree of the full graph, either u is v’s
ancestor or vice versa.
Proof: Without loss of generality, assume that during an
execution of the DFS algorithm, u is visited before v is visited.
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(a) The BBA subgraph.
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Fig. 4. A subgraph calculated by the BBA and SRA algorithms.

It u is the root, our conclusion trivially follows. If u is not the
root, it is clear from the definition of DFS that when the DFS
execution backtracks from u to its parent, all nodes adjacent to
u (including v) must have been visited by the DFS execution.
Thus from the definition of DFS follows that v resides in the
sub-tree rooted at u. In other words, u is v’s ancestor.
From Lemma 1 and Property 1 follows that,

Corollary 1: The children of each node form an indepen-
dent set, which contains at most 5 nodes in UDGs. Therefore,
the degree of any DFS tree is at most 6.
We now provide two definitions that are essential for our
algorithms.

Definition 3 (Backlink): Let T be a DFS tree of the full
graph F (V,EF ). We refer to each edge (u, v) ∈ EF such
that (u, v) /∈ T as a backlink of T . By Lemma 1, u is either
an ancestor or a descendant of v in T . We refer to u as a
backlink neighbor of v, and vice versa.

Definition 4 (Nested Backlink): Consider a backlink (u, v)
of T , where u is an ancestor of v. We refer to (u, v) as
a nested backlink if there is another backlink (u′, v′) of T ,
where u′ is an ancestor of v′, such that (1) Either u = u′

or u′ is an ancestor of u in T . (2) Either v = v′ or v′ is a
descendant of v in T .

The BBA algorithm is a simple iterative algorithm that starts
with an initial subgraph G that is identical to the full graph.
The BBA algorithm first calculates a DFS tree T of the full
graph, typically, rooted by a gateway node. Then iteratively
removes a nested backlink of T from the residual graph G
until G does not contain any nested backlink of T .

Figure 4-(a) illustrates as an example a subgraph calculated
by the BBA algorithm for the full graph depicted in Figure 1-
(a). In our examples (Figure 1) the DFS-tree is rooted at
node a, the tree links are denoted by solid bold lines, while
backlinks are denoted by dashed bold lines. For instance, at
this example the links (c, e), (c, d), (b, f), (d, f) and (e, b) are
nested links by the link (d, b) and have been removed from
the calculated subgraph.

Below, we prove that for a UDG the BBA algorithm finds
two-node/edge connected subgraph with node degree at most
10. The proof comprised of the following two steps: First,
in Theorem 1 we prove that it is sufficient to keep only the
non-nested backlinks to preserve the two-connectivity property
of the graph. Then, we prove the degree bound. Theorem 2
proves that the set of backlink neighbors of any node v and
its parent yield an independent set with at most 5 nodes, by
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Fig. 5. Figures for the proof of Lemma 2.

using Property 1. In addition, from Corollary 1 follows that
a node may have at most 5 children, thus a node degree is
bounded by 10.
Connectivity Analysis
We start with the following key observation.

Lemma 2: Consider a two-node-connected (two-edge- con-
nected) graph H(V,E) and an edge e = (u, v) ∈ E. If H
contains a cycle C that contains both nodes v and u without
the edge e, then the subgraph H ′(V,E − {e}) is also two-
node-connected (two-edge-connected).
Proof: We prove this lemma just for two-node-connected
graphs, the proof of two-edge-connectivity is very similar.
Assuming that H is two-node-connected, we just need to prove
that H ′ also contains two node-disjoint paths between every
pair of nodes. Consider any node pair s, t ∈ V and we denote
by P1 and P2 the two node-disjoint paths between s and t in
H .

Case 1: If neither P1 nor P2 contains e, then both of them
are present in H ′ and we are done.

In the following let us assume that e is included in P1.
Case 2: If P2 does not contain any node in C then there is

an alternative path to P1 that contains few links of C.
In the following we assume that P2 also contains some

node(s) in C and we calculate two new node-disjoint paths
Q1 and Q2 between s and t in H ′. Let us denote by xi and
yi the two nodes in both Pi, i ∈ {1, 2}, and C that are the
closest to s and t in Pi, respectively. Moreover, let us denote
by Pw,z

i the segment of Pi between the nodes w and z.
case 3: Assume that C contains two node-disjoint segments

C1 and C2 that connect x1, y1 and x2, y2, respectively. Thus,
two node-disjoint paths between s and t in H ′ can be defined
as Q1 = P s,x1

1 , C1, P
y1,t
1 and Q2 = P s,x2

2 , C2, P
y2,t
2 , as

illustrated in Figure 5-(a).
case 4: Assume that C does not contain two node-disjoint

segments between x1, y1 and x2, y2, respectively. Thus, in
this case C must contain two node-disjoint segments, C ′

1 and
C ′

2 that connect x1, y2 and x2, y1, respectively. In this case,
two node-disjoint paths between s and t in H ′ are Q1 =
P s,x1

1 , C ′

1, P
y2,t
2 and Q2 = P s,x2

2 , C ′

2, P
y1,t
1 , as illustrated in

Figure 5-(b). This completes our proof.
Theorem 1: If the full graph F (V,EF ) is two-node-

connected (two-edge-connected), BBA calculates a sub-
graph G(V,E) that is also two-node-connected (two-edge-
connected).
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Proof: This is a direct result from Lemma 2. A backlink (u, v)
is removed only if it is nested by other Backlink, denoted by
(x, y). Consider the cycle C that contains the backlink (x, y)
and all the DFS tree links between nodes x and y, also contains
the nodes u and v. By using Lemma 2, the backlink (u, v) can
be removed without violating the connectivity requirement and
this completes our proof.
Degree Bound Analysis

To derive an upper bound on the maximal node degree in G,
recall that the children of any node from an independent set
(i.e., Corollary 1). Furthermore, since G contains no nested
backlink, we show that the parent and backlink neighbors
of any node also form an independent set in G. By using
Property 1 it can be proved that,

Lemma 3: If the full graph is a UDG, each node is incident
to at most 5 backlinks in G.

Theorem 2: If the full graph is a UDG, the maximal node
degree of G is at most 10.
Proof: If v is the root, by Corollary 1 we know that it has at
most 5 children in T . From Lemma 3 results that v has degree
10 or less in G.

If v is not the root, given Lemma 3, v has a degree larger
than 10 in G only if v has 5 children as well as 5 backlink
neighbors in G. To prove by contradiction, let us assume that
is the case and that the parent of v is u. At least one of
v’s backlink neighbors, say bi, is adjacent to u. (1) If bi is
a descendant of v, the backlink (bi, v) is nested given the
existence of (bi, u), which contradicts the fact that (bi, v) is
a non-nested backlink. (2) If bi is an ancestor of v, it follows
that there must be some child w of v that is adjacent to
bi. Therefore, (bi, v) is nested given the existence of (bi, w),
which also contradicts the fact that (bi, v) is a non-nested
backlink.

C. The SRA Algorithm

Compared with the BBA algorithm, the SRA algorithm
further reduces node degree by making the children and
backlink neighbors of each node form an independent set
in the resulting subgraph. In particular, the SRA algorithm
consists of three rounds. In the first round it calculates a DFS
tree and obtains a two-node-connected subgraph G′(V,E),
using the BBA algorithm. In the second round, the algorithm
performs a top-down visit of the DFS tree nodes and performs
Backlink Shifting operation on some nodes. In the third round,
the algorithm performs another visit of the DFS tree nodes
and performs Tree Edge Removal operation on some nodes.
These operations reduce the degree of nodes in G′. Throughout
the entire degree reduction process in the second and third
round, the SRA algorithm always preserves the following two
Reservations.

I. G′ does not contain any nested backlink.
II. G′ is a two-node-connected subgraph that connects all

the nodes in V .
Essentially, during the top-down round (i.e., second round) and
the bottom-up round (i.e., third round) we reduce the degree
of a node v if its combined set (of children and backlink

(a) Case 1:

Backlink Shifting


v

b


x
1


t


w


y


shift

v


b


x
2


t


w


y


Remove


x
1


(b) Case 2

Tree Edge Removal


A backlink


Fig. 6. The two cases for reducing node degree.

neighbors) in the subgraph G′ is not an independent set. As
result from Lemma 9 below, if G′ is two-node connected
then the degree of the root node is at most 6. Thus, in the
following we perform degree reduction operations only for
non-root nodes and we denote by Tx the subtree of the DFS-
tree rooted by node x.

Consider a non-root node v with degree higher than 6. As
we have discussed, the children of v form an independent set
and the backlink neighbors of v form an independent set as
well. Thus, it has to be the case that v has a child w and a
backlink neighbor b in G′ such that b is adjacent to w in G′.
Since b is adjacent to w, by Lemma 1, b must be a descendant
of both w and v in T . Let us assume that b resides in the
subtree Tx1

rooted at some child x1 of w in T . We distinguish
between two cases.
case 1 (Backlink Shifting): Lets assume that G′ contains at
least one backlink between some node y in Tx1

and some
ancestor t of v, as illustrated in Figure 6-(a). Thus, the nodes
v, w and x1 are included in two cycles. The first cycle contains
the nodes {v, w, x1, y, t}, while the second cycle contains the
nodes {v, w, x1, b}. Consequently, the nodes included in these
cycles induce a two node connected component. In this case,
we reduce the degree of node v during the top-down round by
replacing (v, b) with (w, b), referred to as Backlink Shifting
operation. After this operation node v is included just in the
first cycle but nodes w and x1 are still included in both cycles.
Thus, after the backlink shifting operation the nodes in the two
cycles still induce a two node connected component. As we
prove in Lemma 4 below, this is sufficient to preserve the
two-node-connectivity of G′. Finally, if (w, b) is nested, we
remove it to preserve Reservation I.
Case 2 (Tree Edge Removal): Unlike case 1, lets assume that
G′ does not contain any backlink between a node in Tx1

and
any ancestor of v. Since, G′ is two-node connected, node v is
not a cut node. Thus, node w must have another child x2 such
that G′ contains at least one backlink between some node y
in Tx2

and some ancestor t of v, as illustrated in Figure 6-(b).
Recall that G′ contains two cycles. The first cycle C1 contains
the nodes {v, w, x1, b}, while the second cycle C2 contains the
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nodes {t, v, w, x2, y}. The two cycles share only the nodes v,
w and the edge between them. Consequently, G′ contains a
”big” cycle C that comprises all the edges of C1 and C2 beside
the edge (v, w). We reduce the degree of node v during the
bottom-up round by removing (v, w), referred to as Tree Edge
Removal operation. This operation preserves the cycle C and
thus all the nodes in the cycles C1 and C2 still included in
a two-node connected component. As we prove in Lemma 7
below, this is sufficient to preserve the two-node-connectivity
of G′.
Figures 4-(b) and 4-(c) demonstrate executions of Backlink
Shifting and Tree-Edge Removal operations, respectively, on
the graph G′ depicted in Figure 4-(a). Even, in this simple
example Backlink Shifting operations reduced the subgraph
degree from 4 to 3 (the degree of node b), while Tree-Edge
Removal operations further reduce the subgraph degree from 3
to 2 (nodes b, c, f and i). Consequently the scheme produced
the optimal solution depicted in Figure 1-(b).
Connectivity Analysis

Lemma 4: The backlink shifting operation preserves the
two-node-connectivity of G′.
Proof: In the resulting subgraph G′, a loop C containing v
and b is composed of the following segments: (1) the tree
path between v and t, (2) the backlink (t, y), (3) the tree path
between y and b, (4) the backlink (b, w) and (5) the tree edge
(w, v). Since C does not contain the removed backlink (v, b),
from Lemma 2 it follows that G′ remains two-node-connected
after the backlink shifting operation.

We now turn to prove that the tree edge removal operation
also preserves the two-node-connectivity of G′. Our proof is
based on the same argument provided above, thus to meet
space limitation we provide some auxiliary claims without
proofs.

Lemma 5: After removing (v, w), G′ contains a path P1

from x1 to w and a path P2 from x1 to v such that P1 and
P2 are node-disjoint and contain only nodes in Tx1

(except v
and w).

Lemma 6: After removing (v, w), G′ contains a path P0

between w and some ancestor t of v such that P0 does not
contain v and any node in Tx1

.
Lemma 7: The tree edge removal operation preserves the

two-node-connectivity of G′.
Proof: In the resulting subgraph G′, a loop C containing v
and w is composed of the following segments: the tree path
between v and t, P0, P1 and P2. Since C does not contain
the removed backlink (v, w), from Lemma 2 it follows that
G′ remains two-node-connected after the tree edge removal
operation.

Lemma 8: The resulting graph is two-node-connected.
Proof: The initial graph is two-node-connected. From Lem-
mas 4 and 7 follow that the graph remains two-node-connected
also after each backlink shifting and tree edge removal oper-
ation.
Degree Bound Analysis

Lemma 9: If a UDG is two-node-connected, then the root
of any DFS tree has only one child.

Proof: To prove by contradiction, assume that the root has two
children u and v. By Lemma 1, there is no edge crossing Tu
and Tv . Therefore, every path between u and v must traverse
the root. This contradicts the fact that the unit disk graph is
two-node-connected.

Theorem 3: The final sub-graph is two-node-connected and
its maximal node degree is 6 or less.
Proof: By Lemma 9, the root has at most one child and hence
at most degree 6 in G′, since each node has at most 5 backlink
neighbors. For any non-root node v, note that after the degree
reduction process, its children and backlink neighbors cannot
be adjacent to each other. Therefore, v has at most 5 children
or backlink neighbors in total. It follows that v has at most
degree 6 in G′.

D. Link Augmentation

In previous sections, we have presented simple DFS-based
algorithms for building a bounded degree subgraph G that sat-
isfies two-edge-connectivity and two-node-connectivity. While
the DFS-based approach possesses some fundamental prop-
erties that allow us to achieve the proved degree bounds, it
tends to build deep trees where some nodes are many hops
away from the root (gateway). Besides degree bound and two-
connectivity, end-to-end delay and loss rate are also important
performance metrics of wireless communication networks. To
improve these performance metrics, it is often preferable to use
short paths for communication. In this paper, we also evaluate
the quality of a calculated mesh topology (i.e., subgraph) G
in terms of the average length of the shortest paths (in hops)
between the gateway and individual nodes. For each node v,
we use lv to denote the length of the shortest path between v
and the gateway in the calculated subgraph G. Our objective
is thus to minimize LG =

∑
v∈V lv .

Without exceeding the achieved degree bound, we can
still decrease LG by augmenting the calculated subgraph
G with additional links. In a greedy manner, we iteratively
add additional “shortcut” links to G to minimize LG in the
augmented subgraph. In each iteration, we augment G with
one additional link such that the maximal node degree in G is
not increased while LG is maximally decreased. For simplicity,
we refer to this optimization as augmentation. Augmentation
can be applied on any subgraph G we build.

E. Multiple Gateways

In such case, we would like construct a subgraph G that
ensures two-edge/node disjoint paths from every non-gateway
node to two distinct gateways. To this end, we augment the full
graph with a “super gateway” node, which is adjacent to all
gateways but not adjacent to any other node. If the augmented
full graph is two-edge/node-connected, we can apply BBA and
SRA as usual to build a two-edge/node-connected subgraph of
the augmented full graph. In the subgraph, each non-gateway
node v has two edge-disjoint (node-disjoint) paths P1 and P2

to the super gateway. Since the super gateway is only adjacent
to gateways, its predecessors on P1 and P2 are both gateways,
denoted by g1 and g2. Thus, removing the super gateway from
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P1 and P2 gives us two Edge/node-disjoint paths from v to
g1 and g2. As to node degree, it is not hard to verify that
after removing the super gateway, the degree bound analysis
of BBA and SRA apply as well. Therefore, the degree bounds
of UDGs still hold.

F. Links with Various Capacities

We now turn to the cases where the candidate links have
different capacities. In such case, obviously, we prefer the
links with the highest capacity over the other. However, the
connectivity constraints may enforce us to select also candidate
links lower capacity. Yet, the proposed scheme provides us
several degrees of freedom when selecting the links and we
briefly describe few or them.
The initial full graph: we select an initial full graph that
contains only highest-capacity candidate links required for
satisfying the required connectivity and other requirements
such as hop-count distance. For instance, the following process
maximizes the minimal link capacity used by the selected
subgraph G. We start with an empty full graph F We and
we sort the links in non-increasing order according to their
capacity. Then we add links to the full graph according to their
order until the required connectivity constraints is satisfy.
The DFS tree: The scheme may start with any DFS tree.
Clearly, a DFS tree that contains high-capacity links will yield
a subgraph with higher capacity.
Link augmentation: The link augmentation enables us to strike
a balance between various objectives, for instance the subgraph
capacity versus the average hope count distance to the nearest
gateway.

IV. EVALUATION

In this section we evaluate the performance of the BBA
and SRA algorithms. We consider two metrics. The first is
the obtained degree bound, while the second is the hop-count
distance of the nodes from the gateway(s). Since, this is the
first study that calculates two-node connected subgraphs with

guaranteed small upper bound on the node degrees, we use
the following benchmarks to evaluate our results. We com-
pare our calculated subgraphs with the DFS-trees of the full
graphs. Since, DFS-trees efficiently find low-degree connected
subgraph (but not two connected subgraphs), we use them as a
benchmark for evaluating the degree bound. Then, we compare
the hop-count distances achieved by our algorithms with the
hop-count distances of the full graphs. Since our algorithms
calculate subgraph of the full graphs, the hop-count distances
of the full graphs are the optimal hop-count distances that can
be achieved by our algorithms. In our simulations we consider
both UDG model and a more generalized Quasi-UDG model,
which is commonly considered as close enough to reality while
being concise enough [27]. In the Quasi-UDG model, nodes
are also placed in the plane. Two nodes u, v ∈ V are not
adjacent if their Euclidean distance duv > 1 and are adjacent
if duv ≤ r, where r ∈ [0, 1] is a constant of the Quasi-UDG
model. In the undecided case where r < duv ≤ 1, we define
the probability of u and v being adjacent as 1 − duv−r

1−r
. The

UDG model is a special case of the Quasi-UDG model, where
r = 1.

We conduct extensive simulations on thousands of randomly
generated trial networks with different topologies and various
number of nodes. Due to space limitations, we present only
typical results that have been obtained for networks with 35
nodes. We simulated one thousand (valid) randomly generated
trial networks. Each trial network is obtained by randomly
deploying 35 identical mesh Nodes, each one with transmis-
sion range of 1, within a 2.5 × 2.5 square area and it was
accepted as a valid one only if it satisfied the requested two-
connectivity. Then, one of the nodes is randomly chosen as
the gateway. In the quasi-UDG model, r is chosen to be 0.6.
Through simulation and analysis, we find this network setting
both challenging and practically interesting. We found that
the node density was sufficient to ensure the required two-
connectivity of the full graphs. Yet, the node density is sparse
enough, thus finding low-degree two-connected subgraph is
non-trivial. For example, in the extreme case where the mesh
nodes form a clique, any DFS tree is a chain and the two-
connected mesh topology is ring, where the maximal node
degree is only 2.

A. Effectiveness of the proposed algorithms

Figure 7-10 present the average node degree and hop-count
distance to the gateway in the full graphs, the DFS trees and
the subgraphs calculated by the BBA and SRA algorithms.
We report for each node v its degree and hop-count distance
to the gateway, denoted by lv . For ease of comparison, for
each trial network we sort the nodes in non-decreasing order
of their degree and distance to the gateway. We then report the
average of the sorted node degree vectors and distance vectors
of the one thousand (valid) trial networks.

From these figures, we can see that DFS trees tend to be
very deep and hence many nodes are many hops away from the
gateway in DFS trees, which is consistent with our discussion
in Section III-D. As additional backlinks are included by BBA
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and SRA to form a two-connected subgraph4 the distance
between the gateway and individual nodes is very close to their
distance in full graphs and is significantly smaller then their
hop-count distances along the DFS-trees (by up to a factor
of 5 ∼ 6 on average). However, the node degree has been
significantly reduced (by up to a factor of 5 ∼ 6 as well),
compared with full graphs.

As we have discussed in Section III, SRA is designed to
further reduce the maximum node degree of the subgraph built
by BBA. Now we demonstrate the advantages of the SRA al-
gorithm by presenting the distribution of maximal node degree
(i.e., the subgraph degree) in the two-connected subgraphs over
the one thousand trial networks. The distributions observed in
the UDG model and the Quasi-UDG model are presented in
Figure 11 and Figure 12, respectively. As we can see, the
maximal node degree almost never exceeds 4. Moreover, we
can clearly observe that SRA tends to build subgraphs of lower
maximum degrees than the subgraphs built by BBA.

Instead of average distance, in some cases it is also im-
portant to bound the maximal distance between the gateway
and individual nodes. Taking 4 as the degree bound, we
augment the calculated subgraphs with additional links such
that the maximal node degree will not exceed 4 (due to
the augmentation). We present the distribution of maximal
distance between the gateway and individual nodes in the aug-
mented subgraphs over the one thousand trial networks. The
distributions observed in the UDG model and the Quasi-UDG
model are presented in Figure 13 and Figure 14, respectively.
As we can see, the maximal distance between the gateway
and individual nodes almost never exceeds 5 hops in the UDG
model and never exceeds 6 hops in the Quasi-UDG model.

B. Multi-gateway

Our evaluation so far has been based on the conservative
assumption that the mesh network contains only one gateway.
Although having more gateways in the mesh network will not
affect node degrees, it clearly helps reduce the distance from
each node to the closest gateway. Using 4 as the degree bound,
we also conduct simulations with three gateways and present
the results in Figure 15 and Figure 16. With three randomly
chosen gateways, the maximal distance between individual
nodes and the closest gateway almost never exceeds 3 hops
in the UDG model and almost never exceeds 4 hops in the
Quasi-UDG model.

V. CONCLUSION

In this paper, we study the problem of building robust
topologies for nomadic wireless mesh networks, where the
degree of any node does not exceed its number of available
directional mesh radios. Our scheme is shown to build effi-
cient mesh topologies while satisfying practically interesting
connectivity requirements and degree bounds. Currently, the
number of directional mesh radios installed on each node is
chosen in a somewhat ad hoc manner. We believe the results

4Especially after augmentation, without increasing maximum node degree.

reported in this paper provide a guideline on the number of
directional mesh radios that should be installed on each node
for building resilient and efficient mesh topologies.
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