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Abstract— Active probing is one of the basic methods for
measuring network properties and behavior. One of the
most important aspects of these methods is that they provide
information about end-to-end path characteristics without
requiring direct access to individual links along a path. In
this paper, we evaluate the precision of a standard type of
active network measurement: probes for packet loss. We
evaluate packet loss data gathered over a two week period in
a widely deployed infrastructure with access to both back-
bone router interfaces and co-located hosts that send active
probes in a full mesh. Our assessment of precision is based
on comparing loss rate characteristics in each of these data
sets. We find that there is generally low correlation between
loss rate measurements from active probes and those re-
ported from router interfaces. Specifically, we find that the
correlation coefficients for time series of router measures of
loss and active probes for all of the paths in our infrastruc-
ture to be low. We also compare the distributional character-
istics of loss including lengths of loss free periods, loss rates
during lossy periods, and measures of loss constancy. We
find the degree of agreement between router measures and
active measures for each of these characteristics to be quite
low. Deeper evaluation of our data indicates that current
methods for active probing for packet loss suffer from the
coarse timescales over which they sample and from effects
of end-host interface loss.

I. INTRODUCTION

Packet loss due to congestion is a fundamental issue
in wide area packet switched networks. Great effort has
been expended to characterize and model this phenomenon
and to design protocols and engineer networks that effec-
tively avoid, control and recover from packet loss. While
progress has certainly been made, packet loss and its ef-
fects on performance remain a significant problem for both
network researchers and network operators.

Coupled with the evolution of network protocols and
network systems is the process of deepening and broad-
ening our basic understanding of packet loss behavior
through empirical study. A number of significant stud-
ies of packet loss behavior have had important influence
on current network systems. Two of the best examples of
protocols that have benefited directly from empirical ob-
servations of packet loss behavior are the NewReno [1]
and SACK [2] versions of TCP. However, the Internet is

a constantly changing environment, and this makes con-
tinued evaluation of important phenomena, such as packet
loss, critical.

There are two basic methods for measuring packet loss.
The first is through passive monitors attached to network
links or nodes. A standard example of passive monitor-
ing capability is the set of Management Information Base
(MIB) counters available on network nodes via the Simple
Network Management Protocol (SNMP) [3]. These coun-
ters track a wide range of activity including packet losses
due to congestion. The benefit of passive monitoring sys-
temns is that they accurately capture many of the important
details of local traffic behavior. However, the cost for this
detail is often high (e.g., in terms of data storage require-
ments) and access to links or routers is frequently not pos-
sible.

The second means for measuring packet loss is active
probing of the network. The most simple active probe
which measures packet loss is the ping utility. Like all
active probe tools, ping sends a series of packets into
the network aimed at a target system and measures the re-
sponse packets returned to the sending system. Lost pack-
ets are tracked by the sender through the use of sequence
numbers. The benefit of active probes is that they can be
run from virtually anywhere in the network and that they
give an end-to-end perspective of network behavior. The
difficulty is that the discrete nature of active probing lim-
its the resolution of the measurements. If more frequent
probes are sent into the network then resolution should
increase, but if the frequency is too high then the probes
themselves can skew the results (a so-called Heisenberg
effect). Despite these difficulties, active probing remains
one of the most important methods for gathering packet
loss data.

In this paper we address a very simple question; “how
precise are active measurements of packet loss?”!  The
simplest assumption is that precision is based on the sam-
pling rate and that if we assume that the rate is sufficient,
there should be good correlation between measured and
true values. We address this question by measuring packet

1 A definition of precision is the degree of agreement between a mea-
surement and its true value.



loss over a two week period using SNMP at all backbone
routers in the Abilene/Internet2 infrastructure. This envi-
ronment enables us to gather SNMP loss data at 30 second
intervals. We aggregate loss data from all interfaces along
each path in the full mesh of paths to obtain end-to-end
perspectives on loss behavior. We treat these measure-
ments as the baseline from which we will compare a set
of active probes for loss taken in the same infrastructure.

The active probing tool we use to measure loss is the
zing utility [4] which sends probe packets at exponen-
tially modulated intervals. This probing method should
provide unbiased, time-average data for loss conditions
along an end-to-end path. We take one-way measurements
of packet loss by running zing between nodes in the Sur-
veyor infrastructure [5] that are directly connected to the
Abilene backbone routers. This enables us to probe paths
in a full mesh in this backbone without the risk being un-
able to account for packet loss at intermediate routers. We
set our average probe rate to 10Hz and then aggregate the
measured loss rates into 30 second intervals to assess pre-
cision versus the SNMP data.

Instead of attempting to develop a single metric for pre-
cision, we evaluate the degree of agreement between the
active measurements and the SNMP measurements along
a number of dimensions. First, we compare the correlation
coefficients for the time series of loss rates for each end-
to-end path. Our results show that there is virtually no cor-
relation between loss rates measured by active probes and
loss rates measured by SNMP. Next, we compare distribu-
tional characteristics of loss measurements for a number
of different loss properties including lengths of loss-free
periods, loss rates during lossy periods, and measures of
loss constancy as described in [6]. In each case we find
a very low degree of agreement between the distributions.
This leads to our overall conclusion that active probes for
loss are generally quite imprecise.

It seems clear that there are a number of possible rea-
sons for the lack of agreement between the two data sets.
The first is that the sampling rate we employ in our active
measurements is too coarse to enable typical loss episodes
in this infrastructure to be measured accurately. We did
not experiment with loss probes that sample more fre-
quently and leave that for future work. We did experiment
with the probe process by comparing Poisson modulated
zing probes with simple ping probes sent at the same
rate (10Hz). We found negligible difference between the
two probes. We attribute this to the very low overall loss
rates we observe in our data. Another possible reason for
poor precision is that there may be artifacts in our mea-
surements that bias the results. One such artifact is inter-
face loss on the active probe systems. We see examples of

interface loss in our data when there is a loss measured by
the active probe but no associated loss measured by SNMP.
We attribute these losses to the interface/end-host?. While
occurrence of these losses is rare, we evaluate precision
after censoring them from the data and still find very low
precision in active probes.

Our work has implications in a number of different ar-
eas. First, it suggests that new active probe methods for
loss may be necessary to get a more accurate picture of
loss behavior due to congestion. Next, network operators
and systems that monitor active probes for loss may need
to consider other means for collecting this data. Another
implication is for characterizations and models of loss pro-
cesses which have been developed based on probe mea-
surements. Our study suggests that these models may need
to be revised.

The rest of this paper is organized as follows. In Section
II we discuss work related to this study. In Section III we
discuss some of the problems inherent in active probes of
loss. Section IV presents the details of the data that we col-
lected and evaluated in this work. In Section V we com-
pare the active probe loss measurements with the SNMP
loss measurements to assess the degree of agreement be-
tween the two. We summarize our study and discuss future
work in Section VL.

II. RELATED WORK

To our knowledge there has been no prior work which
attempts to assess the precision of active probes for packet
loss. However, recent work by Pasztor and Veitch iden-
tifies limitations in active measurements, and proposes an
infrastructure using the Global Positioning System (GPS)
(quite similar to Surveyor [5]) as a means for improving
accuracy of active probes [7]. Their work is validated by
comparing passive measurements of packet delays at end-
hosts to delay measured by active probes but does not ad-
dress the precision of loss measurements from the perspec-
tive of nodes in the network.

There have been many studies of packet loss behavior in
the Internet. Work by Bolot [8] and Paxson [9] used active
probe measurements to establish much of the baseline for
understanding packet loss characteristics in the wide area.
These characteristics include correlation structures on fine
time scales and typical loss rates. Yajnik ef al. evaluated
correlation structure on longer timescales and developed
Markov models for temporal dependence structures [10].
Recent work by Zhang et al. assesses three different as-
pects of constancy in loss rates in an infrastructure which

2The other possible cause would be imprecision in the SNMP mea-
surements. However, these hardware counters are verified by their ven-
dor to be extremely precise.



has many similarities to our own (many of the links tra-
versed by their active probes were in Internet2/Abilene).
That work evaluates an important notion of a loss process
called a “change free period”, which is a period of time
during which a loss rate appears well-modeled as steady.
We evaluate change free periods in our data.

We use zing to measure packet loss in one direction
in this study. This relies on coordinated end-hosts which
are not always available when taking active measurements.
Savage developed the Sting [11] tool as a means for solv-
ing this problem. Sting uses a clever scheme for manip-
ulating a TCP stream to measure packet loss in both the
forward and reverse direction from a single end host.

There are a number of widely deployed measurement
infrastructures which actively measure wide area network
characteristics [5], [12], [13]. These infrastructures use a
variety of active probe tools to measure loss, delay, con-
nectivity and routing from an end-to-end perspective. Of
these systems, only Surveyor can monitor individual nodes
within the network.

ITI. ISSUES IN ACTIVE PROBES FOR L.OSS

The appealing features of active probing are offset by a
number of issues related to network behavior. One issue
already described is that of the Heisenberg effects. An-
other that is central to this study is that of measurement
time scale.

In an attempt to develop intuition about how precisely
loss is measured by active probes, we performed a number
of simulation studies using the ns-2 simulator [14]. The
topology we used is a simple “dumbbell”, with two routers
(A and B) connected by a bottleneck link. For the experi-
ments we describe here, the bottleneck bandwidth between
A and B is set at 1.5Mbps with a delay of 25 milliseconds.
The probes are sourced from A to B at Poisson intervals
with a mean of 100ms in one experiment, and with a mean
of 50ms in the second. An infinite TCP source from A to
B runs for the duration of the simulation, which is 10 sim-
ulation minutes. Background traffic in the direction of the
probes and the TCP source is generated through a fixed
number of ON/OFF sources. We used three regimes of
background traffic for our studies in order to generate dif-
ferent levels of congestion at the bottleneck router. The
first regime was no background traffic, so any congestion
generated at the router is a result of the TCP source. The
second and third regimes were tuned to generate loss aver-
ages over the duration of the simulation of 1% and 10%.

Figure 1 depicts the difference in loss measured by the
probes versus the loss recorded at router A with relatively
low background traffic (i.e. an average of 1% loss is gen-
erated) for two different probe sampling rates. In Figure

1(a), the probes are sent at an average of 10Hz, while Fig-
ure 1(b) shows probes which are sent at an average rate
of 20Hz. Vertical lines indicate the arrival of a probe at
the bottleneck router. Hashes indicate when any packet is
dropped at the router, and boxes indicate when probes are
dropped. The figures are representative portions of each
simulation.

The key feature to note is that relative to the loss
recorded at the bottleneck router, very few probe packets
are lost. Over the course of these 10 minute simulation
runs, only 8 probes are lost out of nearly 6000 for the 10Hz
case and only 17 probes are lost out of around 12000 for
the 20Hz case. Since overall packet loss for each simu-
lation run is close to 1%, we conclude that the measure-
ment time scale of the probes is essentially mismatched
with the time scale granularity of loss events at the bottle-
neck router.

Further experiments involving higher probe rates and
different levels of background traffic also show that the
active probes either continue to miss many loss episodes,
or that they begin to induce congestion themselves, thus
measuring more loss than would have taken place other-
wise. Even at rates slightly higher than 20Hz, the probes
begin to induce unnecessary loss.

IV. DATA
A. Measurement Infrastructure

Our measurement infrastructure is unique in that it con-
sists of widely dispersed end-host measurement stations
as is typical in Internet measurement projects, and also in-
cludes production routers in the Abilene backbone of In-
ternet2. We send active probes across the full mesh of end
hosts and collect one way loss measurements at each host.
We also periodically query backbone routers via SNMP to
collect router interface counters.

In typical active measurement studies, the network un-
der study must in most cases be viewed as a gray box [15].
Inferences are made based on information known about
algorithms employed in the network (e.g., drop-tail queue-
ing behavior) or known topological information. Because
of this limited visibility into the system, we have a gray
box instead of an opaque, black box. The ability to cap-
ture router interface counters exposes many details of the
network links that make up the paths under study, and per-
mits us to compare our limited view from end-hosts with a
more “omniscient” view from inside the network. We are,
however, limited in our knowledge of internal (i.e., router)
loss. We discuss these limitations below.

Figure 2 depicts the topology of our infrastructure. Each
circle represents a backbone router in Abilene (the only
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Abilene backbone router absent from the picture is in
Chicago, which we exclude from our study). Each hash
represents the location of a measurement host. In all cases
but one (New York), these hosts are directly connected to
a backbone router. In three cases (Sunnyvale, Cleveland,
Washington D.C.), we do not have measurement hosts. In
the case of New York, there are two hops from the mea-
surement host to the backbone router in New York. In
total, we take end-to-end probe measurements from eight
hosts (comprising 56 distinct paths) and collect SNMP in-
terface data from eleven routers (roughly 30 interfaces.)

The end hosts each run BSD/OS version 3.1. Six of
the eight hosts have ATM OC-3 interfaces directly con-
nected to the backbone routers using Fore (Marconi) 200e
ATM network interface cards. The remaining two hosts
(New York and Houston) are connected to the backbone
routers via 100Mbps Ethernet. The reason for distinguish-
ing these two types of connections is that the routers under
study process incoming packets differently in each case.
Data arriving on an ATM interface may take a “fast path”

through the router, while data arriving on an Ethernet in-
terface takes the “slow path” in all cases. This difference
is discussed further below.

The routers are Cisco 12008 Gigabit Switch Routers
(GSRs). The GSRs run a variant of I0S version 123.
The backbone links are all OC-48 (2.4Gbps), except for
the link between Seattle and Sunnyvale, which is OC-12
(622Mbps.) Link utilization over the period of our study
averaged 12% with a standard deviation of 10%, indicating
that utilization rates vary widely across the Abilene back-
bone.

B. Data Collection

The data we present and analyze in this paper was col-
lected over the two week period from April 24, 2002 to
May 8, 2002. In this section we describe the specifics
of data collection for the active measurements and for the
routers.

B.1 SNMP Router Interface Data

Our router interface data was collected through a pro-
cess which queried backbone link interfaces MIBs every
30 seconds. Ingress and egress packet counts, interface
drop counts and error counts were collected from counters
in the MIB-II ifTable and ifXTable. In addition, a
Cisco enterprise MIB that gives more complete informa-
tion on interface drop counts was polled. For each mea-
surement, we additionally noted the last interface change
time stamp available in the MIB-II 1 £Table and the op-
erational and administrative statuses to ensure we did not

3The specific versions of 10S on the GSRs are a mix 12.0S and
12.0ST. Build revisions are mostly the same for each subversion S and
ST at 21 and 19, respectively.



collect invalid data, and to assist in detection of counter
wrap-around.

The reason we must poll the Cisco-specific MIB is that
the ifInDiscards entry in the MIB-II 1fTable only
counts one type of packet discard which can happen on
input*. Inexplicably, output counts do not have this lim-
itation. While we do not have detailed categorization of
why packets are dropped, such as can be obtained from the
I0S show interfacecommand, we have complete in-
formation on packets which are dropped at a given router
interface.

Polling more often than 30 seconds yields diminishing
returns. Besides increasing router CPU load, the router
MIBs are not updated in real time. Individual interfaces
propagate local counters to the main processor module ap-
proximately every 10 seconds. We decided on 30 seconds
as a compromise between increased load on routers and
sufficiently detailed data.

It is important to provide some detail on how packets
are actually lost inside the GSRs from an operational per-
spective, and for understanding the meaning and limita-
tions of our measurements. Tracing the lifetime of a packet
through a GSR, the packet may be dropped in the follow-
ing areas:

Burst buffer Upon arrival at an interface, the packet is
copied into a “burst buffer” of size 2 x MTU where it
awaits input buffer allocation. The primary cause for this
type of drop is the inability of the physical interface mod-
ule to allocate buffer space in a timely manner. This sit-
uation can occur with extremely heavy volume of small
packets. Actual buffer space may exist, but it cannot be
acquired fast enough.

Input queue drop In deciding the output interface for a
packet, the GSR attempts to make a routing decision in
an interface interrupt handler using a cached exact match.
This fast path routing decision is the most common path
packets take through a Cisco GSR. For packets which can-
not be routed using this fast path logic, they are queued on
input awaiting slower processing by the main router pro-
cessing module. If this input queue exceeds the configured
size, packets are dropped. All packets bound for the router
itself must take this slow path. Additionally, packets ar-
riving on some interfaces invariably take the slow path.
Notably, this slow path is taken for packets arriving on
100Mbps Ethernet interfaces, and other interfaces with rel-
atively slow line rates.

No input buffers Lack of a properly sized input buffer can

4The 1 fInDiscards counter in MIB-II counts input drops due to
lack of buffers, which is distinctly different than lack of input queue
space. We have to consult a Cisco interface table in order to obtain
input queue drops.

cause a packet to be dropped. This drop can occur either
on the slow path or fast path of routing decision.
Switching fabric Internal switching fabric congestion can
result in packet loss internal to the router.

Output queue drop This loss situation is the archetypical
situation of congestion in a statistically multiplexed packet
switched network. The output line rate is less than the
aggregated input source rates. Packets are queued awaiting
transmission and are dropped when the output queue is full
according to an algorithm such as drop-tail or RED.

Of the above, the only type of drop we cannot measure
through our SNMP polling is loss due to congestion in the
internal router switching fabric. This type of loss detection
requires debugging capability to the router and cannot be
gathered from SNMP. Losses of this type are thought to be
very rare, although we were not able to find a means for
quantifying this phenomenon.

Using the SNMP-based loss rates measured at each
router, we calculate the loss rates for paths with multiple
hops using a union of loss probabilities. Specifically, we
calculate loss rate L for a multi-hop path p for a given 30
second period as L, = 1 — [Ti-; (1 — l;/t;) where [; is the
sum of packets lost during a 30 second period at router 7
and t; is the sum of packets transmitted and packets lost at
the same router during the same period.

Another way to consider this loss rate calculation is
from the perspective of a total loss rate for each path. Us-
ing this measure we would sum the number of packets lost
at all hops along a given path, dividing this value by the to-
tal number of packets transmitted plus total lost at all hops.
This calculation would result in lower path loss rates than
the formula we used. An argument could be made that
this rate is important as well since it reflects a notion of
total loss in the network. We chose not to employ this
method in our evaluation of precision because end-to-end
measurements would not be able to infer this rate unless
tomography methods were employed to identify loss rates
at individual hops [16].

B.2 Active Probe Data

The active measurement data was collected by using a
modified version of the zing utility installed at our eight
end hosts. We sent 256 byte probes at exponentially dis-
tributed intervals with a mean of 100ms. In our data anal-
ysis, we refer to these traces as zing traces. In parallel,
we sent 256 byte probes with a uniform spacing of 100ms.
This uniform probing methodology is essentially the same
as the ubiquitous tool ping and in our data analysis, we
refer to this data set with the same name. The probes were
sent continuously over the two week period of our study.

We had to modify z ing because we were unable to use



the packet filter capability of the utility due to practical
limitations with the kernels installed on the measurement
hosts with ATM interface cards. We also modified zing
in order to facilitate data storage in reasonably sized files.
Retrieval of the data was initiated from a host at the Uni-
versity of Wisconsin-Madison and was done every four
hours.

In addition to running probes for packet loss, we took
traceroute measurements across the full mesh of end
hosts every 10 minutes. This data enabled us to determine
the sets of router interfaces that were encountered along
each end-to-end path in our mesh. The loss data from spe-
cific sets of interfaces was then compared with active mea-
surement traces between end hosts using the method de-
scribed above. Since our study was conducted in the back-
bone of Internet2, routes were extremely stable. There
were 122 unique paths observed, thus 66 route changes
during the period of our study. These changes were con-
fined to a three day period - all happened at around 4am
UTC at the Denver router. The regularity and specificity
of the changes led us to believe that this was a standard
maintenance activity on the Denver router.

Because we cannot use packet filters at our end hosts,
we had no way to determine whether measured loss was
due to some event internal to the network (uncounted in
our router measurements), or whether it occurred at an
endpoint. We could not differentiate measurement host OS
buffer overruns or interface drops from network conges-
tion. We can (and did), however, detect interface errors by
periodically running netstat. We return to this issue in
our data analysis.

In order to compare our zing and ping traces with the
SNMP data, we aggregated the probe traces in intervals of
30 seconds to match the SNMP query frequency. The re-
sult is that we have comparable time series at the possi-
ble cost of lost insight into events on smaller time scales
for the active measurements. This aggregation causes our
analysis to be conservative in the sense that even if loss
events are measured both by SNMP and by an active probe
in the same interval, it appears that the active probe has
detected the router loss event. The aggregation of data is
therefore favorable for making the case that active probes
can indeed precisely measure end-to-end loss and unfavor-
able for making the counter argument.

V. RESULTS

Our analysis of the precision of active probes is based
on the assumption that measurements of loss from SNMP
represent a “true value” to which the active probe measure-
ments can be compared. We noted above that this measure
does not, in fact, account for all losses within a router. It

does, however, provide a more refined measure of loss and
should serve well as a baseline.

The first step in our analysis was a qualitative com-
parison of loss rates for the two different measures. We
followed this assessment by comparing four distributional
characteristics of our data: loss rates, lengths of loss-free
periods, loss rates during loss periods, and loss constancy
(based on the notion of change free periods).

In each of our analysis, we first explore the characteris-
tics of the router measured loss over all our paths to pro-
vide an understanding of the baseline to which the probe
data would be compared. Next, we look at the distribu-
tional characteristic for all loss measures (SNMP, zing
and ping) along a “canonical path.”” Finally, we quan-
tify the degree of distributional agreement between zing
and the router counters and between ping and the router
counters. We additionally provide tables giving summary
statistics for each area of analysis.

The standard definition for precision validity is “the de-
viance of a measure from the true value.” Since we take
the SNMP data as the true measure of loss, we come to a
slightly different formulation of this definition: the validity
of precision is the deviance of a measure from a measure as
close as possible to the true value. To compare deviation
from the true value from a distributional perspective, we
use the x? goodness-of-fit test with with 9 degrees of free-
dom. We arbitrarily chose 9 degrees of freedom as a level
which conservatively favors finding agreement between
two distributions. Other measures of agreement between
distributions such as relative entropy could have been em-
ployed however our object was to make more simple quan-
titative comparisons while at the same time demonstrating
details of the distributional characteristics.

We chose the path from Denver to Indianapolis as our
canonical path. The route from Denver to Indianapolis
was normally measured as traversing a single intermedi-
ate router in Kansas City. On April 25, we detected two
route changes. Around 4:15 UTC, the route switched to a
path traversing Sunnyvale, Los Angeles, Houston, Atlanta,
ending at Indianapolis. Later, at 4:25, the route changed to
Sunnyvale, Los Angeles, Houston, Kansas City, and In-
dianapolis. By 4:35, the route had returned to its origi-
nal path, with one hop through Kansas City. We could
see from our SNMP-level traces that the interface between
Denver and Kansas City had been administratively taken
down, causing the route fluctuation. Our choice of canoni-
cal path was arbitrary, but is qualitatively representative of
other paths under study.

We also note that the end points of our canonical path
have direct ATM interfaces to routers. This choice is also
arbitrary since we do not see fundamental differences be-



tween loss measurements taken between hosts connected
by ATM or by Ethernet.

A. Qualitative Comparison

In Figure 3 we show time series graphs for the router,
zing, and ping data for the canonical path. The left
graph shows the entire measurement period, while the
right graph gives a detailed view of 6 hours on 6 May 2002.
Note that the y-axis is log scale.

Qualitatively, zing and ping largely overestimate the
lost packets counted by the router interfaces. What is im-
portant to note in these graphs is the lower bound of loss
rate measured by active probes. This bound is a function of
the probe rate and the time interval considered. For exam-
ple, with our mean probe rate of 10Hz, we send an average
of 300 packets per 30 seconds. These parameters set the
effective lower bound on loss at a rate of 0.003.

In order to estimate the effect of interface drops on our
data we compared the raw data with a “filtered” set. In
this data set we removed the losses reported by zing or
ping but not recorded by router interfaces during each
30 second interval. While it could be the case that loss
episodes occurred at the router which were measured by
the active probe and not by the router counters, we do not
consider this to be an significant possibility. Filtered re-
sults of the same path are shown in Figure 4. After filter-
ing the raw data, we notice that the active probes appear to
miss many of the loss events recorded by the router which
corresponds to our intuition about probe rates. However,
the time scale over which the active probes are taken still
effectively overestimates the loss rate during intervals of
loss.

In analysis to follow, we compare the SNMP data with
the raw zing and ping traces. Qur reasoning for contin-
uing analysis with the raw data is that many active prob-
ing studies have suffered the same restriction of inability
to use packet filters to measure interface or operating sys-
tem buffer drops. A typical reason for disallowing use of
packet filters is that administrative (“root”) privileges are
normally required in order to perform this activity. Active
measurements are often taken at remote sites which have
volunteered to assist in a particular study.

Rows 1 and 2 of Table II help further quantify the effect
due to interface loss. While the overall loss rate is very
low for both raw and filtered data sets, the loss rate of the
filtered data is an order-of-magnitude lower.

B. Loss Rates

We now consider loss rate distributions for each mea-
surement, including all intervals regardless whether loss
has occurred in a given interval or not. Figure 5(a) shows
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log-log complementary distribution functions for all 56
paths for the SNMP data. Table I also gives minimum and
maximum mean loss rates, and the minimum and maxi-
mum standard deviations for all SNMP path traces.

Figure 5(b) shows the log-log complementary distribu-
tion of loss rates for SNMP, zing and ping over the
canonical path. As stated above, the raw zing and ping
data sets are used. It is interesting to note that SNMP
measured a higher loss rate than the probes. Referring to
Figure 3, this SNMP loss measure lies in the early morn-
ing hours of 25 April. We previously described routing
changes that occurred during this time. While the loss rate
reported by the interfaces is quite high, it occurs in such a
way that zing and ping are not able to detect the event.

Next, we calculated the correlation coefficients for each
path between SNMP and each of the probe traces, and con-
structed corresponding cumulative distribution functions.
These functions are shown in Figure 6. Note that for both
the raw and filtered traces, correlation is poor (zero or only
slightly above zero). Another feature to note is that neither
zing nor ping have distinct correlational advantages.



complementary cdf (tog10)

TABLE1

SUMMARY STATISTICS - SNMP FOR ALL PATHS

min g max (i min o max o
Loss Rate | 0.0 4.6 x 107° | 0.0 5.9 x 1073
Duration of Loss-Free Periods (sec) | 141 13439 134 23084
Loss Rate in Loss Periods | 1.1 x 102 | 2.4 x 1072 | 3.8x 1072 | 1.3 x 107!
Duration of Change-Free Periods (sec) | 5191 1209600 0 667242
TABLE II
SUMMARY STATISTICS FOR CANONICAL PATH
Data Set | i o
Loss Rate (raw) | SNMP | 1.2 x 107% | 2.4 x 1074
ZING | 4.9 x 1078 | 2.7 x 1074
PING | 4.9 x 1076 | 2.7 x 1074
Loss Rate (filtered) | SNMP | 1.2 x 107% | 2.4 x 10~*
ZING | 82 x 1077 | 1.6 x 107
PING | 8.3 x 1077 | 1.7 x 1074
Loss-Free Periods (raw) SNMP | 9.2 x 102 | 2.0 x 10°
ZING | 1.5 x 10 | 1.3 x 108
PING | 1.6 x 103 | 1.4 x 108
Loss Periods (raw) | SNMP | 9.8 x 10~% | 5.8 x 107°
ZING | 7.9 x 1073 | 5.9 x 107
PING | 8.2 x 1073 | 5.8 x 107°
Change-Free Period Duration (raw) SNMP | 4.0 x 10° 4.5 x 1010
ZING | 1.3 x 10* | 8.5 x 108
PING | 1.2 x 10 | 7.8 x 108
Number of Change-Free Periods (raw) SNMP | 3
ZING | 91
PING | 97
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C. Loss-Free Periods

In this area of analysis, we compare the distribution of
loss-free period durations. A loss-free period is defined
as the maximum number of consecutive 30 second bins
which do not measure any loss. Another way of under-
standing this measure is to think in terms of loss event in-
terarrival times. ‘

Figure 7(a) shows the cumulative distribution function
of loss-free periods for all paths measured by the router
interface counters. It is clear that for some paths, losses
occur frequently, and apparently quite regularly. For other
paths, however, losses occur infrequently. This wide va-
riety of loss interarrival times poses a challenge for deter-
mining how to best conduct active network measurements
for loss.

Figure 7(b) plots the cumulative distribution functions
of loss-free periods for each measurement method along
the canonical path. The key feature to notice is that losses
are more closely spaced in time as measured by the routers
than by zing or ping.

Figure 8 gives the cumulative distribution functions of
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Fig. 6. Distribution of Loss Rate Correlation Coefficient

the x? goodness-of-fit statistic for zing and SNMP, and
for ping and SNMP. We also plot vertical lines indicating
the 95% and 1% acceptance levels®. Note that the x-axis
is plotted on a log scale. It is immediately clear that even
at the 1% acceptance level, we must find that zing and
ping are not good fits to the distribution of loss-free peri-
ods measured by SNMP.
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D. Loss Periods

We now assess the loss rates measured during the 30
second intervals over which packet loss is detected. Figure
9(a) plots cumulative distribution functions of loss rates
during these loss periods for all paths measured by the
SNMP traces. From the figure, we see that most loss mea-
sured by router interfaces is on the order of 1 x 1078 or

5The x? goodness-of-fit test is a hypothesis testing procedure. A fit
hypothesis is accepted at a given confidence level if the x> metric is
less than the x? distribution value with specified degrees of freedom
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less. We also note that a non-neglible percentage of the
traces experienced much higher loss rates, even surpassing
0.01.

For the canonical path, Figure 9(b) shows that zing
and ping experience vastly different loss rates than are
measured by SNMP. The lower bound on loss rate measur-
able by the probes because of the sampling rate is obvious
from the curves, and for this path zing measures lower
loss rates than ping during these periods of loss.

We do not plot the results for the y? test on loss period
distributions. The reason is that the test falsely indicates
that the loss periods measured by zing and by ping are
good fits to the SNMP measurement. The reason for this is
simple if we consider the effect of binning when comput-
ing the statistic: if we use 10 bins and the maximum loss
rate measured is more than 1%, almost all of the measured
values for all three data sets will fall in the lowest bins (re-
call Figure 3 and Table II), thus giving a (false) positive
indication for goodness of fit with high confidence.

E. Change Free Periods

Finally, we compare how loss constancy is measured by
probes versus the loss constancy measured along a path of
router interfaces. We use the notion of change free periods,
as described in [6]. In our study, we used the bootstrapping
method for generating change points. As noted in [6], this
method is conservative in the sense that it is more likely to
produce false change points than to miss them. An area for
future work would be to explore other methods for finding
change points in our SNMP data.

Figure 10(a) shows cumulative distribution functions of
the duration of change free periods for all paths measured

using router SNMP traces. Analogous to Figure 7(a), it in-
dicates that there is a wide range of durations over which
path loss is steady. There are a number of paths for which
conditions do not change for days, and there are also a
number of paths on which loss conditions change with
higher frequency.

Figure 10(b), showing cumulative distribution functions
of the duration of change free periods for the canonical
path, indicates that zing and ping both experience high
proportions of short durations of steady loss rates. The
view of constancy seen through the router interfaces for
this particular path, however, is that change free periods
are quite long.

Figure 11 plots the cumulative distribution function of
the x? statistic for comparing change free periods seen by
zing and SNMP and ping and SNMP across all paths.
Vertical lines are plotted indicating the 95% and 1% ac-
ceptance levels. Clearly, neither zing nor ping are good
fits to the SNMP data.

Finally, we plot the cumulative distribution function for
the number of change free periods for all the SNMP traces,
all the zing traces, and all the ping traces in Figure 12.
Immediately, we notice that there are many fewer change
points measured by the router interfaces across all paths.
Comparing Figure 12 with Figure 10(a), we infer that there
are fewer numbers of change free regions of short dura-
tion which are recorded by the routers, and more, rather
long regions of constancy. Our data indicates that zing
and ping, in contrast to the routers, tend to measure more
change free periods of short durations.
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VI. CONCLUSIONS AND FUTURE WORK

We present an evaluation of the precision of active
probes for loss. Our study is based on measurements taken
over a two week period using the Surveyor infrastructure
and the Internet2/Abilene backbone. We gather packet loss
data from Abilene backbone routers via SNMP in 30 sec-
ond intervals. We use zing to actively probe for loss at a
rate of 10Hz and then aggregate these values into 30 sec-
ond intervals in order to assess how well the two measures
correlate with each other.

We define precision as the degree of agreement between
the active probe data and the SNMP-based data which we
consider to be the true loss value. We assess precision by

comparing loss rates along all paths in the full mesh in
our measurement infrastructure. We consider the degree
of correlation between loss rate time series and the degree
of agreement between distributions of loss characteristics
including lengths of loss free periods, loss rates during loss
periods, and the duration of change free regions.

Our results show that loss rates as measured by active
probes are not well correlated with those measured by
SNMP. We also show that the distributions of values for
loss free periods, loss rates during loss periods, and the du-
ration of change free regions as seen by active probes do
not align closely with the distributions of the same values
as seen by SNMP. While we do not assess differences in
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sampling rates in our work, it is clear that even the fairly
fast probe rate of 10Hz is inadequate for getting a good
picture of the true status of loss conditions in wide area
high performance networks.

We also evaluate the differences between loss rates as
measured by the Poisson modulated zing tool and the
more simple ping utility which sends out probes at con-
stant intervals. At least for the low loss rates seen in our
measurement infrastructure, ping provides qualitatively
the same level of precision as zing.

Our work has implications in a number of areas includ-
ing network operations, loss modeling, loss probing and
loss characterizations. Our next steps in this work will
be to investigale new methods for probing that are both
lightweight and provide more precise measurements of
loss.
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