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ABSTRACT

Given a closed convex cone K in the n-dimensional real Euclidean
space R" and an nxn real matrix A which is positive definite on
K, we show that each vector in R" can be decomposed into a component
which lies in K and another which lies in the conjugate cone induced
by A and such that the two vectors are conjugate to each other with
respect to A + AT. As a consequence of this decomposition we establish
the following characterization of positive definite matrices: An nxn
real matrix A is positive definite if and only if it is positive

definite on some closed convex cone K in R"™ and (A+AT)_1

and is positive semidefinte on the polar cone KO.

exists
If K 1ds a subspace

of R"

then KD is its orthogonal complement Kt. Other applications
include local duality results for nonlinear programs and other character-

izations of positive definite and semidefinite matrices.
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let A be an nxn real matrix and K be a closed convex cone in
the n-dimensional real Euclidean space RT. A vector a in R" s
said to have a conjugate decomposition with respect to A and K if
there exists an x in K and a y in the conjugate cone

KA:= {ylyT(A+AT)x < 0, ¥xeK} such that

a=x+y and xT(A+AT)y = 0.

When K s a subspace and A 1is the identity matrix such a decomposition
becomes the classical orthogonal decomposition of a vector into its
projections onto the subspace K and its orthogonal complement Kh. It
is well known that, in this case, such a decomposition exists and is
unique for any given vector a. This result was generalized by Moreau [5]
to the case where K 1is any closed cone in a Hilbert space with any
Hilbertian norm. Thus, if A {is positive definite on the entire space,
it defines a norm !]xHi:= x'Ax, and our decomposition result, Theorem 1,
follows directly from Moreau's theorem. The main point of this paper is
to extend Moreau's result to the case where A is not positive definite
on the entire space but merely on the closed convex cone K, that is

xTAx > 0 whenever 0 # xeK. Although the results of this paper are ex-

tendable to a Hilbert space, they are presented here only for a real

Fuclidean space. We begin with our first principal result.

Theorem 1 Let A be an nxn real matrix and K be any closed convex
cone in R". 1f A s positive definite on K then any vector in R"
has a conjugate decomposition with respect to A and K. Moreover, if
A s positive definite on the Tinear hull of K then the decomposition

is unique.



Proof (Existence) Let a be a given fixed vector in Rn, and let

T T
S:= {x|xeK and [ x]|| é}_ﬂf_fA+A Xﬂ}
a

where o denotes the Euclidean norm and
a:= min {xTAxin|| =1, xeK} > 0.
Let f(x):= (x-a)TA(x-a) and consider the following problems
(Q) min {f(x)|xe K},
(Q') min {f(x)|xeS}.

Any solution of (Q') also solves (Q) because for any xe K\S,

f(x) = XTAX - aT(A+AT)x + a'Aa
> (x|l - NaT(asaT) ) J1x]] +a
> £(0) .

It follows from the compactness of S that (Q) has a solution X,

say. Then by the minimum principle [4, Theorem 9.3.3], we have that
(x-%)T(A+AT) (%-a) > 0 ‘¥xeK.

By letting x = 2Xx and x = 0 and letting y
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which is a conjugate decomposition of a with respect to A and K.

(Uniqueness) Llet a =X+ § = X
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Since A s positive definite on the Tinear hull of K, the last
inequality can hold only when X = X. Hence, the decomposition is

unique. [

An important consequence of Theorem 1 is the following

characterization of positive definite matrices.

Theorem 2 Let A be an nxn vreal matrix and let K be a closed

convex cone in R". A s positive definite if and only if A is

Ty~1
)

positive definite on. K and (A+A exists and is positive semi-

definite on the polar cone KO:= {nyTx < 0, ¥xeK}.

Proof The "only if" is trivially true. Let a be any given vector in

Rn, then by Theorem 1, there exists a conjugate decomposition
a=X+y with Xek, yek® and X (AA)7 = 0. Let 7 = (A+Al)y
then 2K, Thus
a'ha = (%+7) A(%+7)
= RTAR +-%&T(A+AT)§
= %Ax + 32 (A1) 1z 2 0.
T T

Hence, A is positive semidefinite and so is A + A'. Since A+ A s
nonsingular, A + AT is in fact positive definite and so is A. 0

A direct consequence of Theorem 2 is the following.



Corollary 3 Let A be an nxn real matrix and let K be a closed

convex cone in R" such that -K0 c K. A is positive definite if

and only if A is positive definite on K and (A+AT)'1 exists and
is positive semidefinite on K.

If we Tet K = {x|Bx < 0} 1in Corollary 3 where B is some mxn
real matrix, then -k° = {y|x'y >0, ¥xeK} = {y|y = 8Ty, u > 0}.
Hence -K) c K if and only if BB >0 forall u>0 or

equivalently if BBT > 0. Consequently we have the following.

Corollary 4 Let A be nxn real matrix and let B be an mxn real

matrix such that BBT > 0. A is positive definite if and only if A

is positive definite on K = {x|Bx < 0} and (A+AT)'1 exists and is
positive semidefinite on K.

By letting B be the negative of the identity matrix in Corollary 4
we obtain the following interesting characterization of positive definite

matrices in terms of strictly copositive and copositive matrices.

Corollary 5 A necessary and sufficient condition for an nxn real
matrix A to be positive definite is that A be strictly copositive
(that is xTAx >0 for 0#x>0) and A+ AT has a copositive
inverse (that is xT(A+AT)'1x >0 for all x > 0).

By letting K in Theorem 2 be a subpace of Rn, we get the following

result obtained in [1] by a different technique which does not extend to cones.

Corollary 6 Let A be an nxn real symmetric matrix and K be a
subspace of R". A s positive definite if and only if A s
positive definite on K and .l\"1 exists and is positive semidefinite

on the orthogonal complement K" of K.



Applications of Corollary 6 and Theorem 2 to local duality results
of nonlinear programming are given in [1,3]. Additional results per-
taining to conjugate decomposition with respect to positive semidefinite
matrices are given in [2]. Other possible applications are to the theory

of penalty functions and augmented lLagrangians [6].
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