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1,0 Introduction

The primary purpose of this research is to establish the usefulness of a research
methodology that is new to the field of linguistics. It is anticipated that the methodology
will permit computer testing of models and hypotheses pertaining to language change and
group language behavior that are ot subject to direct empirical testing nor to static,
deductive analysis because of the complexity of the phenomena. The hypotheses and
models within the domain of the regearch include psychological, sociocultural, and
demographic factors as well as those of a purely linguistic nature.

The simulation system is relatively independent of any models or hypotheses it
may be used to test. What is Inherent is that each member of a speech community be
associated with a generation grammar and a recognition grammar, and that members of
the community converse with each other (generate and parse terminal strings). The con-
versational interactions are determined by some extralinguistic model made up of stochastic
rules that may, as indicated earlier, refer to psychological, socio-cultural, and demo-
graphic factors. Accordingly, each individual is also associated with various parameter
values that are pertinent to the extralinguistic model. The grammars of individuals are
not necessarily identical. Language change for an individual is a result of interaction
with other individuals with dissimilar grammar rules.,

A complete description of an earlier version of the simulation system is contained
in (1). Also described therein Is an experiment in the simulation of twenty-five years in
a hypothetical speech community., To insure control of free variables before undertaking
experiments with factors causing change, an initial experiment was performed to obtain a
condition of linguistic stability, anﬁ essentially identical results for the population as a
whole from several computer runs differing only in the choice of random numbers referred

to in decision making processes.

b X . : .
This research was sponsored by the National Science Foundation and the Wisconsin
Alumni Research Poundation.
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The learming mechanisma desoribed In the next sectlion are not all opsrational.

Mosgt are working in some form but are not yet integrated into the simulation system.

The svetem described in (!} is being translated from the JOVIAL programming language
into ALGOL for the Burroughs 5560 52 8500 comput The heuristics di gssed in th
g : £ stics discussed in the

next section are already written inthatversion of ALGOL,

2.0 lLearning Mechanisms

Language learning in the previcusly mentioned experiment took place in a trivial
manner: 1if an auditor in the model encountered an unfamiliar construction, he simply took
the appropriate rules from the gpeaker's grammar and added them to his own.

Current work on the system has been directed toward the construction of programs
which synthesize rules. Accordingly, programs have heen designed for learning context
free and context sensitive phrase structure rules, and bilingual as well as monolingual
transformations. Work is also being directed to the construction of a program for learning

languages within the framework of a stratificsiional model of grammar,

2,1 A Program for Learning Phrase Structure Rules

This program, as well as the one for learning transformations, was written first for
testing In the AUTOLING, an automated linguistic fieldworker (2). In this system, the
computer interacis via a teletype with & live informani, One of the tests of the validity
of the rules derived by the program is the informant's accepiance of productions derived
from them., All the learning machanisms are heurlstic rather than algorithmic: they do
not guarantee acquisition of a complete grammar (3).

In the simulation system, the wvalidity checking rele of the informant is to be
supplanted by other membears of the speech community. For example, if the grammar of a
child in the system ylelds an ungrammatical form in a conversation with an adult, the
grammar of the adult may reject the string, causing the child speaker to modify its rules.

The rules derived are uncrdered and fii the more general definition of context free
language that is prevalent in the description of computer programming languages rather
than the more resiricted definition customarily used by transformational linguists.

Although programg are being developed to perform such analyses, the heuristics
glven here do not cover morphology and phonology. Any rule formulated by any of the
following heuristics may be digcarded if {t vields a production unacceptable to other

speakers in the gsystem. Children will of course be most sensgitive to rejection of rules

by adults. On the other hand, ad rule discrepancy can be made less subject to

modification.
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Heuristic | If a terminal gtring canncet be completely parsed, coin a rule yielding the

nodes of the top of the partially a

£

yzed tree. Where several partial parses are possible
tnz tres with the least number of top e

equal numbers of top nodes, the ven rule coinad by these

is used 1o coin a rule, Where

preferred pa

criteria is rejected, the fop of the n
there are no rules applicable o 8 siring, this heurigtic vields the siring itself as the

right half of a producticon

Heurigiic 4 Given two rules XAY and 3, - X BY, where ¥, A, Y,

and where elther X or Y may bs empiy but not both, the system coins

as 8, - X8 V.

the more specific

ws B and

rules vield pro

-

a speclal test for recursion whenever the right

e85 a

current program malks

half of a rule contains two or mors identical gsyvmboels in secuence. Given rules of the
type 8, - AX B and § e« AX X B, the program colns a rule of the type X -+ XX, be-
| i , ,

cause of heuristic 2 and also to avold making an arbltrary and possibly incorrect assign-
ment of immediate constituents. The proper limmediate constifuency may be assigned
later as a function of a highsr level rule vis the earlier heurlistlcs,

3

Heurlsiic 4 Another haurigtic (not cwrently implementad) s capable of learning

0

recurgion and embedding as a gingle case {in combination with heuristics | and 2},

».,’

If the right and left halves of a rule Ri each contain only one symbol, the left half of

Rl may be used to replace ihe left half of some rule R, if the left half of RZ is identical

to the right half of . .

o S -~ » ! W 1 » fw) AV
a, Sl e R o 8 -« X8 Y, and c¢. &5, - X S, Y,

Heuristic 2 permiis the coining ¢f d. §, — 38, and e, § - SZ’
“x Be e 4

replacement of rules b and ¢ by therule 8, = X8 VY. Heuristlc 4 then permits
p B bl

the coining of the rule &5, = X5 Y.

Heurigtic 5 iIf a general rule coined by one of the other heuristics is subsequently

J

rejected, the rule may be convearted to one which makes 1t applicable only in the context
in which it was first coined. While this heuristic ig not yvet fully implemented, the data

base of the system has been glver the capability of representing context sensitive phrase

structure rules,
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2,2 _Heuristics for Learning Transformational Rules

Two separate heurlstic learning programs have been defined: bottom=-to~top and

wwp-iv-pottom.  The top-to-botitom method is the version actually implemented in a working
program, and Is attributable to Wililam Fabens (1). Both methods yield learning of
bilingual as well as monolingual transformations. Also, the Inputs of both approaches

are identical: a sirong that is to undergo transformation plus its phrase structure analysis,
and the string into which it is to be transformed (without any phrase structure analysis).
The existence of a lexicon, a parser and phrase siructure grammar is assumed. The following

might be an input:

yd \\
/ VP
/ / N
e N
P Vsg e,

// . / \«\ ,// \\\
_ ‘
I_)1 N] J Sqg 1)2 N 5
a man bite g the dog : the dog s bitt en by the man

2,2.1 Bottom~to-Top Learning

The first transformation posited is the most specific:
A man bite g the deg -~ the dog is bitt en by the man
The next level of generality is obtained by assigning like parts of speech to items common
to both strings (the lexlicon Is assumed to contain sufficlent information to recognize

‘bit-' as a variant of 'bite’): The next transformation posited is:

Sg I 4 ]

Dl Nl. V Sg ’DZ 1‘\2 — 'DZ Na is V en by D1 Nl
The next transformation posited is derived by assigning to the transform string the next
ievel of tree structure common ic both strings:

NP NP

PARN Ll
/ \\ / \

D, W 5 vV D | I\I1

the dog is bitt en by the man

yvielding:
NP1 V 8Sg NP. i NP, 1s V en by NPl
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Since no other higher level structure is common to both strings, the program

mines thig to b

@

the most general transformation obtainable, Should a transformation

5
-~
&
g

vieot an oonvalid production (rejectaed by another speaker), the level of generalization is

cyclyely lowered one phragse unlt at 2 time untill an acceptable maximum level of generality

2.2,2 Top-to~Bolicm Learning

3

I'his method (too lengthy to describe in detail for this paper) defines a group of

1

a transformations which may be optional az a package, but all obligatory once the first

in that package is appliad. The top-to-bottom learning program vielded the following

fra rmations for the preceding inpul:

S(NPi VP« S(VP en by NPl.)

4. VPINP, VY e VP(NPZ is V)

. VH{VE S) s V{VE)
wheare Z) indicates that Y and Z are immediately dominated by X. The
Lop-Lto-bo although somsewhat more elegant than the other, permits no choice

of levels

Additions) heuristlas, as yet unspecliifed, are needed to salvage

an oveaengenes:

Both methods yield
Additional information required is a cone-to-one correspondence of lexical {tems common

to the input and the desired ocuiput. These correspondences in no way limit the system

to learning word for word tranglation, but rather serve as indices for matching phrase

units. Nor one-~to-one corrsspondences are handled by deletion and adjunction.

3.0 Lesming Model for Stratificational Grammar

Work on thisg system ig et & legs advanced stage then for the transformational
model. Many of the programs ars common to both systems. In constructing the specific
portions the author will modify some of his already existing systems which are approxi-
mationsz to a stratiticaticnal gensraiive grammar (4). These include a device for learning
semotactic rules via dependency anaiysis. The implemented model will not use the

logic network notation of 8 but rather a more ahstract logical equivalent.
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