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Load Balancing 
i n  

Homogeneous Broadcast Distributed Systems 

by 
Miron Livny and Myron Melman 

Department of Applied Mathematics 
The Weimann Ins t i tu te  of Science 

Rehovot, Is rael  

ABSTRACT 
Three di f ferent  load balancing algorithms for  dis- 
tributed systems tha t  consist  of a number of iden- 
t ica l  processors and a C S W  communication system 
are  presented i n  t h i s  paper. Some of the proper- 
ties of a multi-resource system and the balancing 
process a r e  demonstrated by an analytic model. 
Simulation is used a s  a mean for  studying the 
interdependency between the parameters of the dis- 
tributed system and the behaviour of the balancing 
algorithm. The results of t h i s  study shed l i g h t  on 
the character is t ics  of the load balancing process. 

IKIROWCTICN 
Distributed processing systems a re  characterized by 
resource mult ip l ic i ty  and system transparency 111. 
Every distributed system consists of a number of 
autonomous resources tha t  in teract  through a c m u -  
nication system. From the user 's  p i n t  of view 
this set of resources ac t s  l i k e  a 's ingle v i r tua l  
system'. As he submits a task f o r  execution he 
does not and should not consider e i ther  the inter- 
nal structure or the instantaneous load of the sys- 
tem. It is the duty of the system's load balancing 
algorithm t o  control the assignment of resources to  
tasks and to  route the tasks according t o  these 
assigments. 

The stochastic properties of the tasks - ar r iva l  
and execution times - cause resource contentions 
tha t  lead t o  the establishment of queues. The 
existence of queues of waiting tasks demands 
dynamic reconsideration of previous assignments. 
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The assignment algorithm is motivated by the desi re  
to  achieve bet ter  overall  performance re la t ive  to 
some selected metric of system performance. The 
strategy of the load balancing algorithm has a 
strong e f fec t  on the ut i l iza t ion of the system 
resources and determines its overall performance. 
The purpose of t h i s  paper is to investigate the 
behaviour of the load balancing process i n  broad- 
cast  distributed systems. 

The problem of resource allocation i n  an envi- 
roment of cooperating autonomous resources and its 
relationship t o  system performance is a major issue 
associated w i t h  the design of distributed systems 
[2]. A number of s tudies  of t h i s  issue have been 
reported [3]  [4] 151 [61. Most of these s tudies  
deal w i t h  distributed systems tha t  u t i l i ze  central  
elements, such a s  a job dispatcher, a shared memory 
, a main processor, o r  with systems tha t  consist  
only of tm processors. This  paper deals with dis- 
tributed load balancing algorithms for homogeneous 
distributed systems %hose communication system con- 
sists of a broadcast medium. There a re  no central  
elements i n  the system and the balancing algorithm 
is distributed among the resources. The p l i c y  of 
the algorithm is t o  minimize the expected turna- 
round time of the tasks. 

I n i t i a l l y  a simple analytic model is used fo r  
demonstrating some of the properties of a multi-re- 
source system and t&e balancing process. Then 
three di f ferent  load balancing algorithms f o r  
broadcast distributed systems a r e  defined and dis- 
cussed. The l a s t  par t  of the paper presents 
resul ts  of the simulation study. In  the study, the  
three algorithms were simulated under various oper- 
ating conditions. The resul ts  demonstrate the  
interdependency between the parameters of the dis- 
tributed system and the behaviour of the balancing 
algorithm. 
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LOAD BALANCING 
In  a d is t r ibuted system it might happen t h a t  a task 
- 
waits fo r  service  a t  the queue of one resource 
while a t  the same time another resource which is 
capable of serving the  task is idle.  A load 
balancing algorithm h o s e  goal is t o  minimize the 
expected turnaround time of the tasks w i l l  tend t o  
prevent the  system from reaching such a s t a t e .  

Assume a system of N ident ica l1  and independent 
M/M/1 queueing systems [ 7 ] .  L e t  Pwi be the  proba- 
b i l i t y  t h a t  the  system is i n  a s t a t e  i n  which a t  
l e a s t  one customer waits fo r  service and a t  l e a s t  
one server is i d l e  then 

1=1 

where 

Qi = Poi is the  probabil i ty t h a t  a given set of i 
servers are i d l e  

~i = (1-PO) i- (Po(1-Po) ) is the  probabil i ty t h a t  
a given set of i servers  is not i d l e  and a t  one 
o r  more of them a task waits f o r  service 

Po = 1- - is the  probabil i ty t h a t  a server is 
id le .  

x 
lJ 

Fig. 1 shows the  value of Pwi f o r  various values 
of server u t i l i za t ions ,  P = 1-Po, and number of 
servers  N. The curves of the f igure indicate t h a t  
fo r  practical values of P ,  Pwi is remarkably high 
and t h a t  i n  systems with more than t en  servers 
almost a l l  the  time a customer is waiting fo r  ser- 
vice and another server is idling. 

The high value of Pwi indicates tha t  by balanc- 
ing the  instantaneous load of the multi-resource 
system t h e i r  performance can be considerably 
improved. Note t h a t  the  average load of a server is 
t h e  same fo r  a l l  servers. The shape of the  curves 
shows tha t  f o r  a given number of servers Pwi 
reaches its maximum value when the  servers a r e  u t i-  
l i zed  during 65% of the time. As the u t i l i za t ion  
of the servers  increases past the  level  of 65% Pwi 
decreases. ?his property of pWi indicates tha t  a 
'good' load balancing algorithm should work less 
when the  system is heavily uti l ized.  It  is clear  
t h a t  t he  same thing is t rue  f o r  systems t h a t  a re  
i d l e  most of the  t i m e .  

A reduction i n  Pwi of a multi-resource system 
w i l l  cause an improvement o f  the  expected turna- 
round t i m e ,  W, of the tasks. I f  the servers are 
interconnected by a communication system Pwi can be 

1 

- 

A l l  the systems have the  same a r r i v a l  , 1, and 
service,u , rates. 

..2 *31+ 
-'L,- ..3 4 .5 ..6 .7 .8 .9 p 

figure: 1 Pwi as a function of p 

reduced by transfering tasks from one queue to  
another. These t r ans fe r s  a f f e c t  the  u t i l i za t ion  
and consequently the  performance of the communica- 
t ion system and can be considered as the pr ice  paid 
fo r  the  reduction of W. 

The expected turnaround t i m e  of the above m u l t i -  
resource system w i l l  be minimal i f  Pwi w i l l  be 
zero. In such a case the  system w i l l  behave l i k e  
an M/M/N (s ingle  queue N servers) system [7] .  Pwi 
can be reduced to zero only i f  the servers  are 
inter-connected by a communication system h o s e  
task t r ans fe r  r a t e  is much higher than the  service 
r a t e  of the servers. In a system where pwi is zero 
a t a sk  w i l l  be transferred from one queue t o  
another when one of the following events occurs: 

1. A task a r r ives  a t  a busy server and there are 
less than N t a s k s  i n  the system. 

2. A server completes the  service of a task,  no 
other  tasks are waiting i n  its queue and there 
are more than N tasks i n  the  entire s 

Therefore a lower bound t o  the rate of tasks trans- 
ferred i n  order t o  mir.imize W is given by 

N-1 
LT = (Xipi + u(N-i )pN+i)  

i=l 

i 
i 

i 
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where Pi is the probability of having i tasks i n  an 
M/M/N system [7]. The f i r s t  element of the s m -  
t ion is the ra te  of transfers caused by the  arriv- 
ing tasks ( the  f i r s t  event). ?he second element is 
par t  of the transfer r a t e  caused by the departing 
tasks ( the  second event). 

Fig. 2 gives the values of the  lower bound LT a s  
a function of the number of servers for various 
arr ival  rates,  A .  Note tha t  a considerable number 
of tasks has to  be transferred i n  order t o  achieve 
the performance of a M/M/N system. For systems 
with more than ten servers almost one out of x-1  
tasks a re  transferred. 

p, = 1.,0 

figure: 2 Lower Bound on task transfer r a te  
i n  an WM/N l i k e  system vs. nuber of servers 

These resul ts  irrlicate tha t  i n  systems where 
task transmission time is not negligable the load 
balancing process w i l l  u t i l i z e  a large portion of 
the  capacity of the communication system. The uti-  
l izat ion of the communication system w i l l  determine 
the delays associated with the  transmission of a 
task or any other message. These delays w i l l  cause 
an increase i n  Pwi and therefore an increase i n  W. 
'Ihe amount of t r a f f i c  generated by the balancing 
algorithm has a major e f fec t  on its a b i l i t y  t o  
improve the performance of the system. Fig. 2 
shows that  i n  order t o  achieve the  optimal perfor- 
mance, pWi = 0, a large portion of the tasks have 
t o  be transferred. 

THE DISPRIBUTED SYSTEM MODEL 
The model describes a homogeneous N-server d i s t r i-  
- 
buted system. ?he system consists of N identical  
nodes and a communication channel. Every node has 
a processor P, a c m u n i c a t i o n  processor CP and a 
queue, Fig. 3. 'Ihe channel is a passive broadcast 
medim (radio o r  coxial/fiber cable) with a CSMA-CD 
(carrier sense multiple access col l is ion detection) 
access method. The access t o  the channel and the 
transmission of messages is controlled by the  CP 
according to  the ETHERNET protocol [8] [9]. 

arrival I I I 

/ BROADCAST COMMUNICATION SYSTEM 

figure: 3 The Broadcast Distributed System 

Tasks arr ive  independently a t  each node and jo in  
the  queue. ?he queueing discipline a t  a l l  the 
nodes is FIFO (first- in-first- out) . 'Ihe a r r iva l  
r a te  of each stream of tasks is A and the inter-ar- 
r ival  time has a negative exponential distribution. 
The task a r r iva l  process t o  the ent i re  system con- 
sists of N identical  independent poisson processes 
with a t o t a l  r a t e  of N . 

The service t i m e  demand of the tasks has a nega- 
t i v e  exponential d is t r ibut ion and the mean service 
time is u-1. The tasks leave the  system a f t e r  
being served, and depart from the same node a t  
which they had entered the  system. It is assumed 
t h a t  the system operates i n  steady-state conditions x 
( A < 1-1 ) . The ut i l iza t ion of the servers is p = - u -  

?he number of tasks a t  node i (waiting for  ser- 
vice or  being served) is denoted by N i  and 
SP=(nl, ....., n ~ )  describes the s t a t e  of the system. 
A s t a t e  of the system is defined a s  unbalanced if 
there a r e  two servers i and j such t h a t  
n i  - n j  > 1 . 'Ihe unbalance factor of a state ST 
is defined a s  
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Note tha t  i f  the system is i n  an unbalanced s t a t e  
and one of the servers is i d l e  the UBF of the s t a t e  
is inf ini te .  

The purpose of the channel, Fig. 3, is to  trans- 
f e r  tasks from one node t o  the other in  order t o  
improve the expected turnaround time of a task. 
Ihe flow of tasks via the channel is governed by a 
distributed load balancing algorithm. 

A node tha t  wants t o  transfer one of its waiting 
tasks t o  another node w i l l  send it a message tha t  
describes the task. The message has t o  contain a l l  
the external data a server needs i n  order t o  iden- 
t i f y  and serve the task. In t h i s  model it is 
assumed tha t  t h i s  amount of data, T, is fixed and 
the same amount of data is sent  from the node t h a t  
executed the task back t o  the entrance node of the 
task. Such a transmission takes place only when 
the  task was not served by the node a t  which it 
entered the system. The-qalancing ra te  of the sys- 
tem, B ,  is defined a s  & where C is the capacity 
of the cammunication channel. The factor  B 
expresses the ra t io  between the mean execution time 
of a task and the t i m e  needed to transfer a task 
from one node t o  another. Note that  when 6 is zero 
the system becomes an N ( M / M / l )  queueing system and 
when B becomes very large the system behaves l i k e  
an M/M/N system. 

w u > B A I A N c I N G A L G o R I ~  * 
A distributed load balancing algorithm is composed 
of two main elements - the control law element and 
the information p l i c y  element. Ihe control law 
determines when, from where and to  whom t o  transfer 
a waiting task. ?he decision is made according t o  
the current available information on the state of 
the system. It is the function of the information 
p l i c y  t o  co l l ec t  data fo r  the control element con- 
cerning the load of the system resources. Both 
elements use the communication system for  carrying 
out the i r  functions. The control element sends 
messages tha t  describe tasks and the information 
element sends ' s t a tus  messages' tha t  contain data 
on the system's load. 

- 

The delays associated with the transmission of a 
message may lead t o  the execution of a wrong opera- 
tion by the balancing algorithm. As a result of 
such an operation a task is placed i n  a queue tha t  
has more waiting t a s k s  than the queue from which 
the task has been removed. The balancing process 
faces a 'transmission dilemma' because of the  tm 
opp.sing impacts the transmission of a message has 
on the overall  performance of the system. On the 
one hand the transmission improves the a b i l i t y  of 
the algorithm t o  balance the load. On the other 

hand it ra ises  the  expected queueing time of mes- 
sages because of the  increase i n  the u t i l i za t ion  of 

the channel. ?he net impact of a message 
transmission on the overall  performance of the sys- 
t em depends on the balancing ra te  of the conununica- 
t ion system, the number of nodes and the ra te  a t  
which tasks arr ive  a t  the system. 

Three di f ferent  distributed load balancing 
algorithms fo r  broadcast distributed system a re  
defined i n  t h i s  study. From the load balancing 
Win t  of view broadcast communication systems have 
two advantages: 

1. Uniform distance - t h e  expected time that  is 
needed t o  transfer a message from one node t o  
another is the same for  a l l  pai rs  of nodes. 
Therefore a l l  the nodes a r e  equal-priority can- 
didates fo r  receiving a waiting task. Only the 
re la t ive  load of the nodes has t o  be considered 
by the  control law. 

Messages broadcast - the capabili ty of the com- 
munication system t o  broadcast messages 
improves the a b i l i t y  of the algorithm t o  g e t  a 
global and updated description of the system 
s ta tus  . 

2. 

I 

i 

?he communication system consists of a s ingle  
transmission resource and therefore it can not 
transfer a nlanber of messages simultaneously. ?he 
high ra te  of message t ransfers  generated by the  
balancing process (fig.  2) requires that  the 
balancing ra te  of the system w i l l  be high. 

The state broadcast algorithm - STB. "he STB 
balancing algorithm u t i l i z e s  both the broadcast and 
the uniform distance properties of the cmunica -  
t ion system. ?he information p l i c y  of the algor- 
ithm is based on s ta tus  broadcast messages. whe- 
never the  s t a t e  of the node changes, because of the 
a r r iva l  or  departure of a t a s k ,  the node broadcasts 
a s t a tus  message tha t  describes its new s ta te .  
This information p l i c y  enables each node to  hold 
its own updated copy of the  system s t a t e  vector, 
SSV , and guarantees that  a l l  the copies a re  iden- 
t ical .  ?he information contained i n  the 
SSV=(sl, .. ,SN) gives the node a global and 
updated picture of the  system s t a t e  and enables the 
control law t o  base its decisions on the s t a t e  of 
the whole system. Note tha t  SSV may d i f f e r  from ST 
due t o  transmission delays. ?he distributed con- 
t r o l  law of the S?B algorithm w i l l  t ransfer a wait- 
ing task from node i to  node j i f  the following 
conditions a r e  ful f i l led .  

1. 

- _.- 

si-sj > l+(BT.s j )  where BT is a parameter 
controls the balancing threshold of the algor- 
ithm. 
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2. ( (S i  > s k )  or (Si = s k  and i>k)) for a l l  
k = l , . . . , N  . 
sj  LSk f o r  k = 1, ...., N. 3. 

m e n  more than one node has a minimal number of 
waiting tasks the selection of the destination node 
is made randomly. 

The broadcast idle algorithm - BID . The B I D  
algorithm is based on a less l ibe ra l  information 
policy. Under t h i s  policy a node broadcasts a sta- 
tus message when it enters an id le  s ta te .  Tne mes- 
sage a l e r t s  a l l  the other nodes and causes them t o  
act ivate  the control element of the algorithm. The 
control law of the BID algorithm consists of the 
followirxj steps: 

- 

1. 

2. 

3. 

4. 

5. 

If n i  > 1 go t o  s tep 2, else terminate the 
algorithm. 

Wait D.n;l uni ts  of time. D is a parameter of 
the algorithm. Its value depends on the pro- 
perties of the communication system. 

Broadcast a reservation message i f  no other 
node has broadcasted such a message during the 
time-out period.* If  another node has succeeded 
to  broadcast a reservation message terminate 
the algorithm. 

Wait f o r  a reply messaye. The reply w i l l  be 
posi t ive  i f  the node tha t  has broadcasted the 
id le  message is still idle. The node w i l l  send 
a reply i n  any case. 

If  the reply is positive and n i  > 1 transfer a 
task t o  the i d l e  node, else terminate the 
algorithm. 

The p u r p s e  of the state-dependent time-out period 
is t o  give nodes with greater load a bet ter  chance 
t o  t ransfer  a task t o  the id le  node. 

The poll when i d l e  algorithm - PID. The infor- 
mation policy of both previous algorithms is based 
on broadcast messages. 'The information policy of 
the PID algorithm is based on p l l i n g  . The node 
starts t o  poll  a subset of the system nodes h e -  
never it en te r s  an i d l e  s ta te .  The sequence of the 
polling operation of the PID algorithm is the fol- 
lowing : 

1. Randomly select a set of R nodes ( a i ,  ... ,aR) 
R is a parameter of the algor- 

- 

and set J = 1. 
ithm. 

I_ 

2 
I f  the transmission of the message is delayed 
because of col l is ions  the same condition is 
tested before an attempt t o  retransmit the mes- 
sage is made. 

2. 

3. 

Send a message to  node a j  and w a i t  for  a reply. 

Receive the reply message. Node a j  w i l l  e i ther  
send back one of its waiting tasks, i f  there 
are  any, o r  an 'empty queue' reply. 

4. If the node is still i d l e  and j < R, increment 
j and go t o  s t ep  2 else terminate the p l l i n g .  

The STB algorithm attempts t o  prevent the system 
from being i n  a s t a t e  i n  which the UBF is greater 
than BT whereas the two other algorithms decide to 
transfer a task only when the  UBF of the s t a t e  is 
inf ini te .  The S?B algorithm is motivated by the 
assumption tha t  by keeping the UBF of the system 
below BT the probability tha t  the system w i l l  be in  
a s t a t e  with an i n f i n i t e  UBF w i l l  decrease. The 
ID3 and PID algorithms assume that because of the 
'transmission dilemma' it is more imprtant  to  m i n -  
imize the channel u t i l i za t ion  than to keep the UBF 
below a f i n i t e  level. 

SIMULATION STUDY 
All the above algorithms aspire to  improve the per- 
formance of the distributed system by balancing the 
instantaneous load of the system resources, each 
one i n  its own way. In order to evaluate the 
algorithms their performance has to  be predicted 
and the relation between their  behaviour and the 
parameters of the system studied. 

The balanced distributed system can be modeled 
a s  a queueing network. Because of the dynamic 
routing of the tasks the queueing model has no 
feasible numerical solution. Therefore simulation 
has to  be used a s  a means t o  predict the perfor- 
mance of the model. 

For t h i s  study three  discrete  time simulation 
models were written using SIMSCRIFT 11.5. Each 
model describes a di f ferent  algorithm. In a l l  the 
models i t  was assumed that there a re  no delays 
associated with the control operations of the 
balancing algorithm. The only delays considered a re  
communication delays. The communication is carried 
out according t o  the ETHERNET protocol and the 
effect  of col l is ions  is included in  the simulation 
model. Table 1 lists the numerical values of the 
simulation parameters. 

The expected turnaround time, W, of a task i n  an 
M/M/N queueing system with a task arr ival  r a te  of 
N - X  is a monotonic decreasing function of N [7]. 
Although the addition of another server increases 
the rate a t  which tasks arr ive  a t  the system the 
supplemental node decreases the expected queueing 
time of a task. 

The e f fec t  of the number of nodes, N, on the W 
of the distributed system is demonstrated by Fig. 
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TABLE 1 
Values of simulation parameters 

channel transmission ra te  3 Mbit/sec 

s l o t  length (see 181) 3.2 F! sec 

retransmission delay uniformly distributed 
between 28. CN sec and 50. CN sec where 
cN is the col l is ion counter (see 191) 

transmission t i m e  of status/  
reservation/polling message 50 F! sec 

30 msec 

1.9 

1.0 msec 

5 

expected task service time (~-1) 

BT parameter of STB algorithm 

D factor  of IDB algorithm 

R paramgter of PID algorithm 

balancing ra te  6 10,20,40 
(B=10 means T=lKbyte) 

simulation length.  A-' 30.0 sec 

4, 5, 6. The figures give the W of the three 
algorithms for  three di f ferent  balancing rates,  B .  
In a l l  the cases the balanc& system has a consid- 
erably bet ter  W then the unbalanced system, M/M/1. 

For a system with B=10 the  expected waiting 
time of a task is decreased by a t  l e a s t  70%. The 
degree t o  which the balancing algorithm approaches 
the optimal W of an N server system (M/M/N) depends 
both on the balancing ra te  of the system and on the 
number of nodes. The turnaround time curves show 
tha t  an increase i n  the number of nodes i n  a 
balanced distributed system has two counteracting 
effects.  On the one hand it improves the probabil- 
i t y  t h a t  a waiting task w i l l  be transferred t o  an 
id le  server, a s  i n  an M/m system. Rut on the 
other hand it ra ises  the ut i l iza t ion of the cornmu- 
nication channel, Fig. 4a, 5a, 6a. Higher channel 
u t i l i za t ion  causes a slowdown in  the balancing 
process result ing from an increase i n  message 
queueing delays. The net resul t  of these tm 
ef fec t s  w i l l  determine whether the increase i n  N 
improves, does not affect ,  o r  deter iorates  the 
expected turnaround t i m e  of a task. Every algor- 
ithm reaches a p i n t ,  %, a t  which an addition of 
anothdr server w i l l  cause an increase i n  W. The 
value of N, depends on the algorithm and balancing 
ra te  of the system. Note tha t  i n  a l l  cases when N 
is less than the N,,, of the sTB algorithm the W of 
t h i s  algorithm is the smallest. After it reaches 
its minimal value the W of the STB algorithm 

increases i n  a s teep slope unt i l  it becomes greater  
than the W of the other algorithms. The deqrada- 
t ion in  the performance of the STB algorithm is 
caused by the  increase in  transmission delays. The 
BID and STP algorithms are less sensit ive t o  the 
u t i l i za t ion  of the channel. Therefore there is a 
wide range of N values fo r  which they have almost 
the same performance. The reservation mechanism 
of these algorithms helps them t o  prevent 'wrong 
operations'. On the other hand the two algorithms 
transfer tasks only when a t  l e a s t  one of the ser- 
vers is idle.  Therfore an increase in transmission 
delays increases the Pwi of the system. The ID5 
and PID algorithms have almost the same W under 
a l l  the conditions simulated. 

The balancing process u t i l i z e s  a large portion 
of the communication channel capacity, Fig. 4a, 5a, 
6a. The STB algorithm has the highest channel uti-  
l iza t ion  and the IDB the  smallest. Tne cmunica -  
t ion  a c t i v i t y  of the PLI algorithm can be eas i ly  
controlled by the  value of the R parameter. Fig. 
7, 7a show how both channel and W depend on the  
s i ze  of the p l l i n g  set of the algorithm. Note 
tha t  for  B = 10 a decrease in  R causes a reduction 
i n  both W and the channel uti l ization. 

Fig. 8 and 9 show how the balancing process 
reacts t o  changes i n  the ut i l iza t ion of the ser- 
vers, p . For a l l  values of P tha t  Were simulated 
the balanced algorithms improve considerably the  
expected turnaround t i m e  of the tasks. Note t h a t  
the re la t ive  performance of the algorithms depend 
on the u t i l i za t ion  of the servers. 

Fig. 8a, 9a show t h a t  bhen the system is heavily 
uti l ized , P >.8, an increase in  the ut i l iza t ion of 
the systemcauses a decrease in  the channel u t i l i -  
zation. Although the throughput of the system 
increases, the  amount of transfers needed t o  
balance the system decreases. 

mmING REMARKS 
In the opening analysis it was shown that  the  
expected queueing t i m e  of a t a s k  i n  a dis t r ibuted 
system can be reduced by means of load balancing. 
The resu l t s  obtained from the simulation s tudies  
give a quantitative description t o  t h i s  ab i l i ty .  
The results presented demonstrate the strong depen- 
dency between the performance of the balancing 
algoritim and the system parameters. 

The purpose of the study was t o  shed l igh t  on 
the load balancing process i n  homogeneous broadcast 
distributed systems. The three algorithms t h a t  
were defined in the course of the study represent 
three dif ferent  approaches to  the distributed load 
balancing problem. The simulation results show 
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tha t  each approach is the 'best '  under certain 
conditions. "he dependency between the behaviour 
of the algorithm and the parameters of the system 
deters  from any attempt to  select the ultimately 
'best'  algorithm. For these algorithms, a s  for  
other distributed control algorithms, there is no 
absolute answer to  the question 'is algorithm A 
bet ter  then B' ( see [ l0]) .  Therefore gett ing a 
bet ter  uderstanding of the processes involved in 
distributed load balancing has t o  be the aim of a 
study of t h i s  type of algorithms. 

Three main conclusions can be derived from the 
simulation study: 

1. 

2. 

3. 

Higher resource mul t ip l ic i ty  does not necessar- 
i l y  result i n  be t t e r  turnaround time. Every 
algorithm reaches a p i n t  a t  which an increase 
i n  the number of servers decreases the perfor- 
mance of the system. Therefore when a number 
of servers is given it might be bet ter ,  from 
the W p i n t  of view, t o  assemble them into two 
or  more systems than t o  integrate them into one 
system. 

The balancing process has a high communication 
act ivi ty .  This  has been predicted by the ana- 
lytic analysis and is demonstrated by the 
results of the simulation runs. 

The selection of the control law and informa- 
t ion p l i c y  should depend on the expected 
transmission delays of the  balanced system. 
The 'transmission dilemma' is an impr tan t  ele- 
ment of the balancing process. 

This  study is a pa r t  of an ongoing research i n  
distributed load balancing systems. In the coming 
stages s o m e  of the res t r ic t ions  of the  model pre- 
sented here w i l l  be released and distributed sys- 
tems with other communication discipl ines  w i l l  be 
considered. 
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