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Today

§ Amazon  Web  Services  (AWS)

§ Scientific  Computing  using  AWS  and  HTCondor

§ Machine  Learning



AWS  Global  Infrastructure

16 Regions – 42 Availability Zones – 74 Edge Locations

Region & Number of Availability Zones
AWS GovCloud (2) EU

Ireland (3)
US West Frankfurt (2)

Oregon (3) London (2)
Northern California (3)

Asia Pacific
US East Singapore (2)

N. Virginia (5), Ohio (3) Sydney (2), Tokyo (3),
Seoul (2), Mumbai (2)

Canada
Central (2) China

Beijing (2)
South America

São Paulo (3)

Announced Regions
Paris, Ningxia
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AWS GovCloud (US) 

Designed to host sensitive data and 
regulated workloads in the cloud
§ Supports U.S. government compliance 

requirements, including ITAR and FedRAMP
§ Operated by employees who are vetted "U.S. 

Persons" 
§ Root account holders are confirmed U.S. 

Persons
§ Available to U.S. government agencies and 

organizations in government-regulated 
industries, that meet GovCloud (US) 
requirements for access



Architected  for  Government  Security  Requirements

https://aws.amazon.com/compliance/



AWS:  Pace  of  Innovation
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AWS  in  the  Public  Sector

7,000+
educational
institutions

2,300+
government

agencies

22,000+
nonprofit

organizations



Compute  Services
Virtual Server Hosting, Container management, and Serverless Computing

Amazon EC2
Provides resizable cloud-based compute 
capacity in the form of EC2 instances, which 
are equivalent to virtual servers

AWS Lambda
Run code without thinking about servers.

Amazon EC2 Container Service
A highly scalable, high performance 
container management service



Scientific  Computing  using  AWS  and  HTCondor



Large  Hadron  Collider

The  Large  Hadron  Collider  @  
CERN  includes  6,000+  
researchers  from  over  40  
countries  and  produces  
approximately  25PB  of  data  each  
year.    

The  ATLAS  and  CMS  
experiments  are  using  AWS  for  
Monte  Carlo  simulations,  
processing,  and  analysis  of  LHC  
data.





Clouds  provided  elasticity  in  computing





Streaming  data  interaction  every  25  nano sec  – Occupancy  (Finding  patterns)



HepCloud : CMS Workflow at Fermilab (Auto-expansion to AWS using HTCondor)

~60,000 slots using AWS spot instances. A factor of 5 larger than Fermilab capacity!
https://aws.amazon.com/blogs/aws/experiment-that-discovered-the-higgs-boson-uses-aws-to-probe-nature/





ATLAS  Workflow  in  Cloud  – At  Scale  and  Low  Cost  
• Joint project between AWS, BNL and ESNET
• Investigate the technical and financial feasibility of large-scale usage of Cloud

• AWS: Provided expertise & guidance
• BNL: ATLAS compatible VMs, provisioning infrastructure, VM life management
• ESNET: High performance connectivity between AWS and US site 

M. Ernst: Director of the RHIC and ATLAS Computing Facility,
Brookhaven National Laboratory

“ATLAS has met the challenge of data intensive computing at a scale not seen before”
“The joint project with the AWS Scientific Computing Team and ESnet has been crucial to the 

successful implementation”

“The cost of AWS/EC2 spot is slightly lower than dedicated farm resources at BNL”

www.informationweek.com/cloud/infrastructure-as-a-service/brookhaven-lab-finds-aws-spot-instances-hit-sweet-spot/d/d-id/1324145



Enabling  Global  Collaboration

Bring the users to the data, don’t send the 
data to the users



NOvA uses  AWS  to  Shed  Light  on  Neutrino  Mysteries

Peter  Shanahan (Co-spokesperson  of  the  NOvA experiment):
“Our  experience  with  Amazon  Web  Services  shows  its  potential  as  a  
reliable  way  to  meet  our  peak  data  processing  needs  at  times  of  high  demand”

https://aws.amazon.com/blogs/aws/nova-uses-aws-to-shed-light-on-neutrino-mysteries/

Neutrinos are ghost like particles       Needed advanced ML analytics to detect



Scalability  using  AWS

18  hours
205,000  materials  analyzed

156,314  AWS  Spot  cores  at  peak
2.3M  core-hours

Total  spending:  $33K
(Under  1.5  cents  per  core-hour)



Development  of  HTCondor Annex



Machine Learning

Amazon AI: https://aws.amazon.com/amazon-ai/
Amazon Machine Learning: https://aws.amazon.com/machine-learning/

AWS Deep Learning AMI: https://aws.amazon.com/blogs/ai/the-aws-deep-learning-ami-now-with-ubuntu/





Machine Learning 

Supervised Learning
Unsupervised Learning

Supervised Learning:
- Learning from “labelled data”

- Classification, Regression, Prediction, Function Approx
Unsupervised Learning:
- Method to find similar groups in the data clusters

- Groups that are similar to near clusters
- Groups different far away from each other



Machine Learning (Classification, Regression  and Ranking) :

Euclidean Distance Score Pearson Correlation Score



Convolutional  Neural  Net



Amazon  Rekognition - Image  Detection  and  Recognition  Powered  by  Deep  Learning

https://aws.amazon.com/rekognition/



Amazon  Rekognition - Image  Detection  and  Recognition  Powered  by  Deep  Learning

https://aws.amazon.com/rekognition/

DOE Workshop on Future Online Analysis Platform. April 2017



Automatic Grading of Diabetic Retinopathy through Deep Learning using AWS







https://aws.amazon.com/lex/

Natural Language Understanding (NLU) & Automatic Speech Recognition (ASR) 

as in Amazon ALEXA - Powered by Deep Learning 



Incorporates ~47 different voices and fully managed services

https://aws.amazon.com/polly/



Significantly  improve  many  applications  on  multiple  domains

“deep  learning”  trend  in  the  past  10  years

image  
understanding

speech  
recognition

natural  
language  
processing

…

Deep  Learning

autonomy





“The future is here,

It’s just not evenly distributed yet”
William Gibson







https://www.nsf.gov/pubs/2017/nsf17534/nsf17534.htm

aws research      initiative

https://aws.amazon.com/government-education/research-and-technical-computing/nsf-aribd/

• AWS initiated collaborative program with the National Science Foundation (NSF) 
• The program by multiple directorates at NSF, provides funds up to $26.5 million in addition to $3 million 

in AWS Cloud Credits to perform cutting edge Big Data research on cloud for a period of 3-4 years 

(up to 2021)
• This opens up a venue for collaborative programs with national, federal, and state agencies.

In today's era of data-driven science and engineering, we are pleased to work with 
the AWS Research Initiative via the NSF BIGDATA program to provide cloud 
resources for our Nation’s researchers to foster and accelerate discovery 
and innovation.” 

Dr. Jim Kurose, Assistant Director of the National Science Foundation (NSF) 
for Computer and Information Science and Engineering Directorate (CISE)



Thank  you!  

Sanjay Padhi

sanpadhi@amazon.com


