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Resources are distributed

Distributed
storage

resources
- Colleges &

= divisions

Centralized campus clusters
(condo and hotel models in campus HPC centers)
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How can we transparently

connect them to users? r

-

Approach: work from the campus perspective
considering both users and resource providers
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viders: accountable to investors

They are typice p sm&sgr sharing
But computers depreciate in value'r!ally fast!

Shouldn’t we obligate ourselves to make the most
out of these machines?

Can we do the heavy lifting for them?
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necting Cluster Resources

Bosco provide
SGE, SLURM, etc., via BLAHPYI

Has end-user and multi-user (service) modes
We can provide transparent user access to
multiple resources using Bosco and direct
flocking

[1]
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http://bosco.opensciencegrid.org/
http://bosco.opensciencegrid.org/
http://bosco.opensciencegrid.org/
http://research.cs.wisc.edu/htcondor/HTCondorWeek2013/presentations/PrelzF_Blah/
http://research.cs.wisc.edu/htcondor/HTCondorWeek2013/presentations/PrelzF_Blah/
http://research.cs.wisc.edu/htcondor/HTCondorWeek2013/presentations/PrelzF_Blah/

antages of the Bosco approach

Fr
use
mach

Since ou
it's trivial to apg
If jobs get killed, we can handle that.

All the better if we can use an opportunistic queue!

Bosco also lets us have pre-job wrappers that
allow us to build a comfortable nest

efi.uchicago.edu
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Co as a standard tool for HTC

In t
rem
spillo

This is an
for HPC envirc

pleasingly parallel workloads for free.
Everyone in HPC-land seems to be using
Modules, so we have done some work to
provide a Bosco module.
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connect.usatlas.org
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AS Connect Service Components

Bosco-based Glidein Factc

“Remote Cluster Connect Factories” (RCCP)
One instance per resource target

Gratia accounting & Cycle Server monitoring

FAXbox storage service
POSIX, http, XRootD, Globus access (9 X700l

» Open Science Grid
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ge Service Types for ATLAS

Send jobs fro
Connect infrastructu
mechanism

ATLAS Connect Panda

Integration with ATLAS “Panda” job workflow manager.

Opportunistically send simulation jobs to clouds,
campus clusters, HPC resource centers
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ATLAS Connect User

CONNECT user

Campus Grids
Off-grid Tier3

USErs ATLAS T1 (dev) various
from 44 / I - campus
institutions FAXbox portal resources

rccf.usatlas.org
(glidein factories)

login.usatlas.org

e s - =

EFy I ATI AC P armni ibin ~anilits
\‘,;.‘.', lw-‘,) ATLAS LOompuing ] aCliity Open Science Grid
Cody w
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)Ks like a very large cluster

U

batc

Most

Use oppcC A\
absorb perioc &)

Easily adjust virtual pool size accordlﬂgro us )
ATLAS priorities
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resource targets

Pool size \
matchmakin

Pool Summary

Poal Total Slots Running Idle DOwner  Status Detailed View
C5U Fresno Factory 248 248 Usage Jobs
Great Lakes Tier 2 Factory 643 639 Usage Jobs
Midwest Tier 2 Factory 1992 1992 Usage Jobs
Southwest Tier 2 Factory 0 0 Usage Jobs
TACC Stampede 0 0 Usage Jobs
LUC3 528 Usage Jobs
UChicago RCC Factory 0 0 Usage Jobs
Total 3411 3407 Usage Jobs

»0060

Jobs by State Jobs by Owner Slots by State Slots by Owner

o o o o O B O

=0 O O O O O O
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Show: Historical grid usage in all pools

Time Frame: 3 Hours | Day
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Condor
direct

| wWeek | Month

Flock then
glide

Throughput:

ect is very quick relative to grid

Unclaimed
glideins

10000 5 min jobs

In 90 minutes

[rwg@login connect-quickstart]$ historygrom rwg

Val ICt (Pct)
mwtZ.org I
csufresno.edu |
agltZ.org I
atlas-swtZ.orgl

Histogrom

Site distribution
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AS Connect Cluster

HTCondor c

Admins configure

Cluster Connect Factories (RCCF)
Configuration happens on the local HTCondor schedd
Firewall rules etc. opened as necessary.

The RCCF service can reach any of the targets in the
ATLAS Connect system

Easily reconfigured for periods of high demand

efi.uchicago.edu
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xrd
globu
s

\ CONNECT cluster

connect usatlas. org

Tier 2s

FAXbox
Cloud
T RCC Factory

rccf.usatlas.org c Grid
I ampus Grids -
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onnect Cluster in use

Five clus
Works well

— 7 CycleServer  Usage Jobs

Welcome

Pool Summary

Pool Total Slots Running Idle Dwner Status Detailed View
Indlana University to MWT2 0 Usage Jobs
University of California Irvine to MWT2 35 Usage  Jobs
University of Chicago to MWT2 0 Usage  Jobs
University of Illimols at Urbana-Champaign to MWT2 ] Usage Jobs
University of Texas at Austin to MWT2 34 Usage  Jobs
Total B9 Usage Jobs

6 v v

Jobs by State Jobs by Owner Slots by State Slots by Owner
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Last update: Mon Feb 17 09:10:01 CST 2014

Daily Hours By Project
8 Days from 2014-02-10 to 2014-02-17

m'm L] L] L] L]
14,000 s
12,000 fu -
— 10,000 [ E
I E group
E 8000 | o
F
. 2 6000
Daily Hours
8 Days from 2(
16,000 1 1 T
12,000 =
au]g-uz.m H14-02-11 2014:02-12 A14-02-13 H14-02-14 A14-02-1% A14-02-18 3:14::!2-11
12,000 j Tirwe
10.000 L and Site || ATLAS-ORG-UTEXAS I ATLAS WG-HIGES B ATLAS-ORG FRESNO. STATE

Mancimum: 14,023 Hours, Minimum: 0.00 Hours, Average: 3,266 Hours, Cunment: 92.90 Howrs

Wall Time [Hours)

8000 j»

6.000 =

4000 =

2.000 [ T

| ——e]
ol - e L
2014-02-10 2014-02-11 2014-02-12 014-02-13 2014-02-14 2014-02-15 014-02-16 2014-02-17
Time

B ATLAS-ORG-UCHICAGO , ruc mwt2@uct2.-gk mwit2 orglcondor L ATLAS-ORG-UTEXAS , ue3-mgt. mwt2 org
[ ATLASWG-HIGGS |, login.atlas ci-connect net B ATLAS.ORGAUCHICAGO , uc3-mgt. mwt2 org
] ATLAS-WG-HIGGS . ruc mwt2@uct2-gk mwi2 orgicondor B ATLAS-WG-HIGGS | atlasconnect@gateld aglt2 orgicondar
[ ATLAS.ORG-UTEXAS , ruc. mwt2@wt2-gic mwt2 orgicondor B ATLAS WG-HIGGS , fresncatias@t3head atlas csufresno edu/condor
L ATLAS-ORG-UTEXAS |, ruc mwt2 @uct2-gk mwt2 org/condor £ ATLAS-ORG-UCHICAGO ., ruc mwt2@ha2-gk mwt2 org/condor
B ATLAS-WG-HIGGS |, ruc. mwit2@in2-gk. mwi2 crg/condor ] ATLAS.ORG-UTEXAS , ruc mwt2 @mwt2 gk campuscluster.illinois edu/conde
B ATLAS-ORG-UCHICAGO , fresnoatias@tIhead atlas csufresno edu/condor ATLAS-ORG-FRESNO-STATE |, fresnoatias@thead atlas csufresno edu/conde
B ATLAS-ORG-UTEXAS , fresncatias@t3head. atlas csufresnd edu/condor . ATLAS-ORG-UTEXAS , atlascennect@gateld agh2 ceg/conder
[ ATLAS-ORG-UCHICAGO , atlasconnect@gate0s agit2 org/condor B ATLAS.ORG-UTEXAS , login. atlas ci-connect net
[ ATLAS-ORG-UCHICAGO |, uet2-bosco uehicago edu 111227sock=collector B ATLAS-ORG-UCHICAGO . logn . atlas ci-connect net

Maxsmum: 14,023 Heurs, Minimum: 0.00 Hours, Average: 3,266 Hours, Current: 92 90 Hours
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nding ATLAS Connect to more resourc

Son
grid
campu:
We can’t e . .
our software [ o
By combining HTCondor and Parrot?, we car
run ATLAS jobs on these kinds of resources.
Parrot allows us to:

Access our ATLAS software repositories

Play some LD PRELOAD tricks to access system
dependencies that we need

[2]
efi.uchicago.edu
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https://www3.nd.edu/~ccl/software/parrot/

Py

[3]

AS Connect Panda

A new opportt At
workflow system and pointed at HPC resources NS

Jobs come through AutoPyFactory[”],%nd get locally
submitted as HTCondor jobs

Pre-job wrappers use Parrot to set up an
environment that looks like an ATLAS worker node
for the jobs.
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http://iopscience.iop.org/1742-6596/396/3/032016

\ CONNECT panda Analysis queue

Tierl

G

Tier2 USERDISK
) LOCALGROUPDISK !
Tier2s

Faxbox Optional user inputs M‘

faxbox.usatlas.org )

connect.usatlas.org

RCC Factory

rccf.usatlas.org
xrd + autopyfactory
http pilo* pilot pile*
globus pilo+ pilo+ pilo+
pilot pilot pilot

ANALY
prun CONNECT

dqg2

Oy
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k to Campuses

Duke users B
Integrated into Duke “BlueDevil Gnd" Ca‘mpus gn\l.-;.;g
Also provides a submit interface into the Open
Science Grid

Bridged to opportunistic resources at the University
of Chicago

E UNIVERSITY OF efi.uchicago.edu
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C CONNECT

NIYVERSITY

duke.
ci-connect.net

Duke Condor

— IGrI:I .

UChicagoUC3

I Grid - (
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ECiT]

R duke. Duke Condor
ci-connect.net Grid

Open Science
Grid

UChicago UC3
Grid

. -
o« =

WMS Hours Spent on Jobs By Facility (Glidein)
13; Weeks fr.um Weeklﬂﬂ of 201:1 to WEEFi 10 of 20}4

Duke Grid = the OSG

(No significant effort needed by Duke SCSC staff)

M14-01-06  2014-01-13  2014-01-20 014-01-27 2014-02-03  2014-02-10  2002-02-17  014-02-24  2014-03-03  2014-03-10

B Crane-CE1 Mebraska [ UCSDT2 B bgin.duke ci-connect.net
Il Sandhils B KWICG_NDCMS ) Tusker 151 SMU_HPC

[] BU_ATLAS Tier2 [ Gluex_VOMRS B MWNT 2 [ Cther

B GrdUNESP_CENTRAL Il GLOWY B AGLT2 [ u_05G

B ar_CM5_T2 B Purdue-RCAC D UcD M dmeestav

Maximum. 276,604  Minimum. 28,237 |, Average. 110,106 , Current: 61,593
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ere it started: a login service for OS(
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Can we tc
problems

Are virtual mach
containers?

We can play games with static compiFat?on and
LD PRELOAD, but it sure would be nice to have

something that looks like your home environment!
Data access is still not dead simple
Focus on data delivery, not data management
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Steve Tue
(UChicago Globu

llija Vukotic (UChicago ATLAS)
Suchandra Thapa (UChicago OSG)
Peter Onysis — UTexas
Jim Basney (Cl-Logon) & InCommon Federation
& of course the HTCondor and OSG teams
=== 0sg connect

efi.uchicago.edu
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