e
Condor at the RACF

- Migration to 7.4,
otas, and More

cker-Kellogg
ational Lab



RHIC/ATLAS Computing Facilit);r/

Overview

Physics Dept. at
Brookhaven National
Lab—provides
computing and storage
to active RHIC
experiments

Serves as a Teir-1 for
ATLAS computing

Uses Condor to manage
RHIC and ATLAS
compute clusters

14.4k cores running SL5.3
currently

With new hyper-
threaded 12-core
Westmere systems, to
grow to over 20k cores



RHIC/ATLAS Computing Facilit);r/

Overview

One instance for ATLAS

* 5100 slots

e 2 submit nodes manage
all production/analysis

jobs

e Other smaller queues

managed on 3 other
submit nodes

Instance each for STAR
and PHENIX
experiments

* 4300, 4500 slots resp.
e 20 submit nodes each

e “General Queue”—
flocking between RHIC
pools

Smaller experiments
grouped into another
instance



“New Since Last Year

New condor administrator
Migration to 7.4.2

e Up from 6.8.9—long overdue
Move ATLAS to Group Quotas

e Easier configuration—from 16 configuration files to 5—
90% of slots use just 1)

e Management via web-interface

e Some problems we've had to solve...more later



~

grade to 7.4.2

Get rid of suspension
model

e Undesirable to have slots
=!=real cores

e Simplify START
expression

Better negotiator
performance, results later

Bugfixes all around

File Edit Tools Syntax Buffers Window Help

2 4R < e B X > ¢ | e B 3|6

( (TARGET.RealExperiment =?= "atlas" && (TARGET.RACF_Group =7
TARGET.RACF_Group =7= "distr_analysis" || TARGET.RACF_Group
TARGET.RACF_Group =7= "prodtest")) || (TARGET.RealExperiment =!=

- To this

Example START Expression

Start = ((((RealExperiment == "atlas") && (VirtualMachineID >= 7) && ((TARGET.RACF Group =?= "short" ||
TARGET .RACF_Group “dial" || Owner =?= "usatlas2" || (stringListMember('acas0201"
"acas0200,acas0201,acas0202,acas0203,acas0204") && TARGET.RACF Group =?= "leg-ops") || (stringListMember

("acasD201", "acas0200,acas0201,acas0202,acas0203,acas0204") && TARGET.RACF Group =?= "leg-dteam")) &&
(RemoteWallClockTime < 5400))) || ((RealExperiment == "atlas") && ((VirtualMachineID < 7) &&
(VirtualMachineID >= 5)) && ((TARGET.RACF_Group =7= "usatlas" || TARGET.RACF_Group =?= "usatlas-grid" |
(stringListMember ("acas0201", "acas0200,acas0201,acas0202,acas0203,acas0204") && TARGET.RACF_Group =?
"leg-atlas") || TARGET.RACF Group =?= "bnl-local") && ((({vm7_Activity =?= "Busy") + (vm7_Activity

"Retiring") + (vmB_Activity "Retiring") + (vm8_Activity =?= "Busy"))) < 2))) || ((RealExperiment
"atlas") && ((VirtualMachineID >= 3) && (VirtualMachineID < 5)) && ((TARGET.RACF Group =7= “grid" |\
(stringListMember("acas0201", "acas0200,acas0201,acas0202,acas0203,acas0204") =?= FALSE &&

"leg")) && ((((vm7_Activity =?= "Buasy") + (vm7_Activity = "Retiring") +
(vmB_Activity =?= "Retiring") + (vm8 Activity =7?= "Busy")) + ((vm5_Activity = "Busy") + (vm5_Activity
=?= "Retiring") + (vmé Activity =?= "Retiring") + (vmé_Activity =?= "Busy"))) < 2))) ||
( ((RealExperiment == "atlas") || (RealExperiment =l= "atlas" && FALSE == FALSE && TRUE == FALSE &&
LoadhAvg < 1.400000 && TotalvirtualMemory > 200000 && ((Memory * 1024) - ImageSize) > 100000)) &&
((VirtualMachineID >= 1) && (VirtualMachineID < 3)) && ((TARGET.RACF Group =?= "gridgr0l" ||
TARGET .RACF_Group =?= "gridgr02" || TARGET.RACF Group =?= "gridqr03" TARGET.RACF_Group =?= "gridgr04"
| | TARGET.RACF Group =?= "gridgr05" || TARGET.RACF Group =?= "gridgr06" || TARGET.RACF Group =?=
"gridgr¥X" || TARGET.RACF Group =?= "gridgr08" || TARGET.RACF_Group =7= "gridgr09" || TARGET.RACF Group
=?= "gridgrl0" || TARGET.RealExperiment =!= "atlas") && ((((vm7_Activity =2= "Busy") + (vm7_Activity =?=
"Retiring") + (vmB_Activity "Retiring") + (vm8 Activity "Busy")) + ((vm5_Activity =2?= "Busy") +
(vm5_Activity = "Retiring") + (vm6_Activity =?= "Retiring") + (vmé_Activity =?= "Busy")) +
((vm3_Activity "Busy") + (vm3_Activity =?= "Retiring") + (vmd_Activity =? Retiring") +
(vmd_Activity =?= "Busy"))) < 2)))) && (Owner =!= "jalex" && Owner =!= "grau" && Owner =!= "smithjd") &&

FALSE == FALSE)

TARGET.RACF_Group

From this

Alexander Withers  BNL  May [, 2007 CondorWeek 2007 4

= "prod"

"atlas"
FALSE == FALSE && FALSE == FALSE && LoadAvg < 1.480000 && TotalVirtualMemory =
200000 && ((Memory * 1824) - ImageSize) > 100000)) && TARGET.AccountingGroup
=!= UNDEFIMED && (TARGET.Owner =!= "jalex" && TARGET.Owner =!= “XXX"J.

I
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K |
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/Group Quotas

ATLAS only, for now
e PHENIX to follow suit in a few months
e No plans for STAR

What groups buy us:

e Manage ATLAS production/analysis jobs separately
from many other smaller queues

e Unify configuration files—one config for vast majority
of ATLAS nodes



Group Quotas

Condor pool gueue usage stats for usatlas

Sat 0O0:00 Sat 12:00 Sun 0O: 00 Sun 12:00 Mon 00: 00 Mon 12:00 Tue 0Q: 00

E No. of CPUs Eprod B long [COusatlas Mbnl-local @Eshoert [Oshort_local
Ogrid Oosgittk M wiscgroup M dg2test MW prodtest

Generated Thu Apr 28 18:15:42 EDT 2011

Condor pool stats for atlas

Sat 00:00 Sat 12:00 Sun 0O0: 00 Sun 12:00 Mon 00: 00 Mon 12:00 Tue 0O:00

Maximum Waiting 4978.71 Average Waiting 3052.31

Maximum Running 5499.48 Average Running 5231.50
Maximum Suspended 0.008 Average Suspended 0,00
Maximum CPUs 5694 .00 Average CPUs 5570.35

Total Running Hours 429171.27
Total Suspended Hours 0,00

B No., of CPUs B No. of Waiting Jobs
E Ne. of Condor Running Jobs O Ne. of Suspended Jobs

Generated Thu Apr 28 18:19:17 EDT 2011

A Day in the Life of ATLAS

Reallocation of resources between
queues managed via web interface

File Edit Wiew History Bookmarks Tools Help
J T [ijs https:/fwebdocs racf.bnl.gov/Facility /LinuxFarm/cgi-bin/groug

[EJFedora Project ~  [CFarm Webpages~ 1 RACF WebDocs g Public RACF g BNL Homepage

[ MG ATLAS Group Quotas | %

ATLAS Condor Group Quotas:

Caution: User willsk is authorized to add/remove groups!

With this page, you can edit the number of slots in each group. The
number of slots is called that group's "Quota" and determines the
maximum amount of resources that condor allocates to that group. As the
sum of all the quotas must add up to the total number of slots available,
this sum cannot change. If you reallocate resources from one quota
to another, make sure that this sum remains constant, or the
change will not take effect.

Group Name ‘ Quota ‘ Priority | Auto Regroup ‘ Busy* ‘
group_atlaslocal 48 100.0 TRUE 48
group_bnllocal 120 100.0 TRUE 21
group_distr analysis [700 10.0 TRUE 694
group_grid 40 100.0 TRUE 64
group_prod 3125 1.0 FALSE 3107
group_prodtest 160 3.0 FALSE 0
group_short 512 4.0 TRUE 685
group usatlas2 10 1.0 FALSE 0
group wisc 368 100.0 FALSE 295

*Busy slot info updated every 5 minutes
*Last updated: Apr 28 06:15:01 PM

Total Slots=5083

Edit Group Quotas

5 # @) Now: Foggy,59°F !



Issues Moving to Group Quotas

Backwards compatibility with our accounting and
monitoring systems

e Solution: Retain previous job-type flag that used to
hard-partition slots

How does it interact with flocking?
Fairness / Enforcement of group memberships
e “We rely on societal enforcement”

Not good enough...solution for ATLAS

e ATLAS uses PANDA, we control local submission
e Other users few enough to monitor individually



“Issues Moving to Group Quotas

PHENIX: two classes—user and special jobs

e Special jobs submitted from few machines, separate
users

e User jobs from 20 submit nodes

Two solutions

e Submit node based partition: regex-match GlobalJobID
ClassAd against list of valid sources in START expr.

e Coexist with users: three configs, user nodes w/ no
AccountingGroup flag, shared nodes that run anything
but are ranked last by user and special jobs, and special
nodes requiring AG flag
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“Group Priorities

ATLAS setup: three main groups
1) Production: highest prio., hard quota, no preemption

2) Short analysis: medium prio., auto-regroup on, preemption

enabled

3) Long analysis: lowest prio., auto-regroup on, preemption
enabled
Idea—short and long analysis spill over into each other as
needed and not be squeezed out by production

Problem—sometimes short and long will “eat into”
production even when they are over-quota and
production is under its quota



S Priority Inversion

* Group-priority affects only order of negotiation

* When an analysis queue starts up after a quiet period, production starts
to lose out. Even though production is below its quota it loses
slots to analysis jobs because they get negotiated for first.

» Negotiation should stop for a queue that is over quota (w/ auto-regroup
on) and there are other queues with waiting jobs below their quotas.

Condor pool gueue usage stats for usatlas

Thu 12:00 Fri ©0:00 Fri 12:00 Sat 00: 00 Sat 12:00

O prod W long O usatlas B bnl-local M short O short_local Ogrid
B wiscgroup [l dg2test [ prodtest

Generated Fri Apr 29 13:48:57 EDT 2011

Sun Q@: 00

O osgith

Problem area
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ATLAS Priority Inversion

Solution? Increasing the
spread of priority factors as

more lots get added to
production. Required spread
scales with size of the largest
queue, and if another queue
quiesces for long enough it
will outrank production

E.g. Production goes from 3k
to 4k slots: usage increases
33% making its priority that
much worse and an inversion
that much more likely to
occur...




" Negotiator Performance

Num. Jobs
N W A~ U [ NN | [0e}

Avg. jobs considered and matched per second each cycle

[

o]

|

Neg /s

1.3 5 7 9 113151719 21 23 25 2729 31 33 35 37 39 41 43 45 47 49 51 53 55

Cycle No.

Cycle occasionally blocks
waiting for a schedd (many
successes near the default 30s
timeout)

In case where many submitters
are on many machines each,
much wasted time

1400
1200
1000

800

Seconds

600
400
200

o

Cycle Length

Performance from one day
of the STAR negotiator

1 3 5 7 9 1131517 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55

Cycle No.
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// . Do e ../
Issues with Scheduler/Negotiator

User frequently polling large queue

e Schedd would fork a child which would use 5-10s of CPU
time to answer query (1.6Gb Size!)

Auto-clustering sometimes doesn't skip similar jobs

Globally-scoped ClassAds would be nice, e.g. for the
usage of a shared scratch NFS filesystem



- Puppet-ize Configuration Files

* New Puppet-based centralized
configuration management system
of general-purpose servers

* Will templatize condor
configuration

1| class ldap {

2 # First make sure nscd is included:

3 include nscd

4 case $net_domain {

5 ATLAS: {

6 $ldap_servers = [ 'aldap®l.usatlas.bnl.gov', 'aldap®2.usatlas.bnl.gov', 'aldap@3.usatlas.bnl.gov' ]

7 $ldap_home_dir = 'homeDirectoryAtlas’

8 } o . .
s e Configuration done using a
18 $ldap_servers = [ 'rldap®l.rcf.bnl.gov', 'rldap@2.rcf.bnl.gov', 'rldap@3.rcf.bnl.gov', 'rldap@4.rcf.bnl.gov',

11 'rldap@5.rcf.bnl.gov', 'rldap®6.rcf.bnl.gov', 'rldap@7.rcf.bnl.gov' ]

2 1 (] .
13 default: { ey, s

14 $ldap_servers = [ ]

15 T

| } ®.

17 case foperatingsystem {

v e empilating ianguage

19 case foperatingsystemrelease {

2l /s o

2 $package_names = [ 'nss_ldap' ] [ o

22 $ldap_template = "ldap/ldap.conf-rhel5.erb" .

23 $ldap_conf_path = '/etc/ldap.conf' ul a y scar a lrs PRPAPY I I
24 $nsswitch_file = "puppet:///modules/ldap/nsswitch.conf-rhels"

25 $service_names = [ ]

26 T

g wWOor € e11or

28 # RHEL6: can use either nss-pam-ldapd O i

29 $package_names = [ 'nss-pam-ldapd' ] #

38 $ldap_template = 'ldap/nslcd.conf-rhel6.erb’

31 $ldap_conf_path = '/etc/nslcd.conf' # setc/s .C

32 $nsswitch_file = "puppet:///modules/ldap/nsswitch.conf-rhel6" # Replace ldap with sss in this file!

33 $service_names = [ 'nsled' ] # sssd

34 T

35 default: {

36 spackage_names = '' h .//

37 $ldap_template = '' tt t

ldap.template = 11 p://www.puppetiabs.com
39 tnsswitch_file = '

48 $service_names = [ ]

41 }

42 T

43 }
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‘Motivation to use Puppet

Configuration is similar in structure between experiments
e Memory Limits for regular and flocked jobs
e Preemption/Retirement-time on a per-job-type basis
* Policy expressions (RANK/START/etc...)
e List of currently blocked users

Recent blocking/unblocking of users took editing 6
different files and a reconfig everywhere

Using Puppet would separate each logical entity, making it
easy to change things on a per-entity basis, and would
automate pushing of changes and reconfiguration. All
changes versioned in git—accountability and reliability
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Thanks!

Questions? Com




CRS Job System

Written in Python, submits to condor
Asynchronous IO for staging data from tape
Stages in and out are done outside of condor

* Previously done with extra slots, not good aesthetically
and otherwise

e Can combine stage requests for jobs intelligently
Abstraction layer for IO, similar to plugins
Own basic workflow tools—DAGs not suitable



p

ATLAS Shared Pool

Allow smaller ATLAS queues and OSG grid jobs to run

in their own queue that can utilize a small shared pool
of resources

Implemented with Group Quotas

Jobs “compete” for extra slots made available by ATLAS

Necessitates adding AG flag by users (small enough it
works)



