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1. Summarize the paper:

The paper essentially describes a system for motion capture and texture extraction from a human face. The data they obtained could then be reintegrated to produce a seemingly realistic human facial animation. 

The first step in their process was to generate a 3d mesh facial model of the human subject via a Cyberware scanner. The next step was to glue 182 multi-color dots to the human subject’s face at key locations. Six camera views were used to identify the three dimensional position of these dots. The dots in the first frame of each camera view were identified by a manual process but were tracked by vision techniques for the subsequent frames. After the coordinates of these dots were extrapolated, they were then used to deform the facial mesh to produce a model similar to the original human model’s face.

A texture map was then extracted from the camera views. The process had to involve a dot removal step that masked out the unnatural dots with a more natural pre-selected facial texture. Once this was done, a weight map was used to blend each pixel of each camera view to produce a texel. A cylindrical projection method was used to identify the correspondence between a texel and a point on the facial mesh.

Compression techniques, such as MPEG compression, were then applied to the data obtained. The final results produced an accurate reconstruction of a face and its motion, including occlusion contours and wrinkles.

1a. Summarize the paper's contribution to computer graphics: (for a

historical paper, comment on the effect this paper had on later work)

The paper is fairly recent so it’s a little difficult to see the effects of its contribution. However, in my opinion, it provides a good foundation for facial motion capture. Even though it did not expose the applications of facial animation, the foundation it provides is essential in being able to quantifiably understand facial animation. It sets a path for the obtaining of solid facial motion data that can eventually lead to projects of a much bigger scope. For example, even though the paper uses no procedural models for animating the face, the data it obtains can be used to check and refine procedural facial animation.

2. Comment on the paper's exposition - how could the author have made

this paper easier to understand?

The paper was generally easy to understand. My only suggestion is that the authors should give an intuition behind the mathematical formulas they use, rather than just a theoretical listing.

2a. Could this work be reproduced given the paper and the references?

What would the scope of the project be? (e.g. huge development effort,

PhD thesis, undergraduate course project, weekend hack, ...)

The paper gives a pretty good overview of how their work is done. I think it would be fairly simple to theorize a complete process for their work. The actual implementation, however, would definitely require some effort in not only time but in tuning numerous parts of the system, such as the dot tracking. Thus, I would have to say that this paper could be reproduced with a medium sized development effort.

3. Are the references adequate for the time when this was published?

Are there papers that have come out since that the author could have

used had they been around at the time?

From what I can tell, the references give a good coverage of the existing work in the area. This paper is fairly recent and to my knowledge, no paper has since been released that would greatly improve this work.

3a. Describe some of the follow on papers. (don't just list papers

that cite this one, but things which are direct improvements)

I know of no direct follow on papers, however the Synthesizing Realistic Facial Expressions from Photographs paper seems to refine some of the processes; they eliminate the need for a customized facial mesh yet perform similar texture extraction methods. Perhaps this is because they share and author and reference each others work.

3b. Often, papers are submitted with videos demonstrating the

work. The paper is supposed to stand without the video. What video

demonstration would you have liked to have seen to better appreciate

the paper?

I think all that is required is a video of the reconstructed face placed beside the original human subject’s face.

4. What recommendation would you have given this paper for

publication in its venue?

5 = Definitely

What recommendation would you give this paper for inclusion in a

Computer Animation reading list?

4 = Probably

5. Explain your recommendation?

As mentioned in the answer to 1a, this paper has significant contributions to make to the computer graphics field particularly for the doors it opens for further study in the field.

These characteristics also make it a good paper to give for a reading list. The only reason I don’t give it a 5 in this area is because it fails to discuss or show many potential applications of their work.

