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Abstract

This paper concerns the static analysis of programs that perform destructive updating on heap-allocated storage. We give an algorithm that conservatively solves this problem by using a finite shape-graph to approximate the possible “shapes” that heap-allocated structures in a program can take on. In contrast with previous work, our method is even accurate for certain programs that update cyclic data structures. For example, our method can determine that when the input to a program that searches a list and splices in a new element is a possibly circular list, the output is a possibly circular list.

1 Introduction

This paper concerns the static analysis of programs that perform destructive updating on heap-allocated storage. It addresses problems that can be looked at — depending on one’s point of view — as pointer-analysis problems, alias-analysis problems, storage-analysis (shape-analysis) problems, or type-checking problems. The information obtained is useful, for instance, for generating efficient sequential or parallel code.

Throughout most of the paper, we will emphasize the application of our approach to shape-analysis problems. The goal of shape analysis is to give, for each program point, a (finite) characterization of the possible “shapes” that the program’s heap-allocated data structures can have at that point. We will illustrate our approach by means of a running example in which we apply our analysis technique to a program that uses destructive updating operations to reverse a list. This example also illustrates the connection between shape analysis and type checking; It demonstrates how a sufficiently precise shape-analysis algorithm is able to verify that the destructive-reverse program does indeed return a list whenever its argument is a list. The application of our work to pointer-analysis and alias-analysis problems is discussed in Section 5.2.

This paper develops a new shape-analysis algorithm that provides conservative information about the possible “shapes” that heap-allocated structures in a program can take on. For certain programs — including ones in which a significant amount of destructive updating takes place — our algorithm is able to verify shape-preservation properties. Examples of such properties include: (i) when the input to the program is a list, the output is (still) a list; (ii) when the input to the program is a tree, the output is (still) a tree; and (iii) when the input to the program is a circular list, the output is a circular list. For instance, our method can determine that “list-ness” is preserved by (i) a list-reversal program that performs the reversal by destructively updating the input list, and (ii) a list-insert program that searches a list and splices a new element into the list. Furthermore, our method can determine that the list-insert program also preserves “circular list-ness”.

These are rather surprising capabilities. None of the previously developed methods that use graphs to solve shape-analysis problems are capable of determining that “list-ness” is preserved on these examples (or examples of similar complexity) [JM81, JM82, LH88, CWZ90, Str92, PCK93]. Previous to this paper, it was an open question whether such precision could ever be obtained by any method that uses graphs to model storage usage. Furthermore, as far as we know, no other shape-analysis/type-checking method (whether based on graphs or other principles [HN90, Hen90, LR91, Den92, CBC93, Den94]) has the ability to determine that “circular list-ness” is preserved by the list-insert program.

What does our method do that allows it to obtain such qualitatively better results on the above-mentioned programs than previous methods? A detailed examination of the differences between our algorithm and previous algorithms is deferred to Section 6; however, a brief characterization of some of the differences is as follows:

• Previous methods have used allocation sites to name shape-nodes [JM82, CWZ90, PCK93]. Allocation-site information imposes a fixed partition on the memory. In contrast, our approach deliberately drops information about the concrete locations. There is only an indirect connection to the run-time locations: Shape-graph nodes are named using a (possibly empty) set of variables. The variable set of a shape-graph node in the shape-graph for program-point v consists of variables that, for some execution sequence ending at v, must all point to the same run-time location.

• Like other shape-analysis methods, our method clusters collections of run-time locations into summary nodes. In our approach, nodes that are not pointed to by variables are clustered into a single node. Chase, Wegman, and Zadek observed that their analysis method cannot handle programs such as the list-reversal program be-
cause it lacks a way to materialize ("run-summarize") summary nodes at certain key points of the analysis [CWZ90, pp. 309]. Our shape-node naming scheme allows our method to materialize copies of the summary node (as non-summary nodes) whenever a pointer variable is assigned a previously summarized run-time location.

- In the analysis of an assignment to a component, say \( x.cdr := \text{nil} \), our method always removes \( x \)'s \( cdr \) edges. Previous methods either never remove these edges [Str92] or have some heuristics to remove such edges under certain conditions [JMB81, LIL88, CWZ90, FCK90]. (This unusual characteristic of our method is enabled by both the node-naming scheme and the materialization technique.)

- We use sharing information to increase the accuracy of the primitive operations used by our method. More specifically, we keep track of shape-nodes that may be the target of more than 1 pointer from the heap. For example, when a linked data structure is traversed, say via a loop containing an assignment \( x := x.cdr \), the sharing information is used to improve the precision of the materialization operation, which allows our algorithm to determine that \( x \) points to a list element on every iteration. The limited form of sharing information used in [JMB81, CWZ90] does not allow these methods to determine this fact.

- The shape-node names also provide information that sometimes permits our method to determine that a shared-node becomes unshared (e.g., this occurs in the program that performs an insertion into a list). With the Chase-Wegman-Zadeck method, once a node is shared it remains shared forever thereafter. For programs that operate on lists and trees, the non-graph-based method of Hendren [Hen90] is sometimes able to determine that a shared-node becomes unshared. However, this method does not handle data structures that contain cycles.

An experimental implementation of the analysis method has been created; the examples presented in the paper have been prepared with the aid of this implementation.

The remainder of the paper is organized as follows: Section 2 introduces the terminology and notation used in the rest of the paper. Section 3 presents a concrete semantics for a language with destructive updating, in terms of "shape-graphs" in which nodes represent run-time locations. Section 4 introduces an abstract domain of "static shape-graphs" and shows how they can be used to approximate the sets of shape-graphs that arise in the collecting semantics. Section 5 summarizes a few extensions to our basic approach. Section 6 discusses related work. Due to space constraints, we have omitted discussions of (i) other elaborations and extensions of our basic approach, (ii) a proof that our abstract semantics of static shape-graphs is safe with respect to the concrete semantics. This material can be found in [SRW95].

2 Terminology and Notation

2.1 The Language

We assume we are working with an imperative language that meets the following general description: A program consists of assignment statements, conditional statements, loops (while, for, repeat), read statements, write statements, and goto statements. The language provides atomic data (e.g.,

---

4The treatment of procedures is discussed later, in Section 5.3.

---

integer, real, boolean, etc.) and constructor and selector operations (e.g., \( \text{nil}, \text{cons}, \text{car}, \text{cdr} \)), together with appropriate predicates (equal, atom, and null). We assume that a read statement reads just an atom and not an entire list, tree, or graph.

A program is represented by a control-flow graph \( G = (V, A) \), where \( V \) is the set of vertices and \( A \subseteq V \times V \) is the set of arcs. \( G \) has a unique start vertex, which we assume has no predecessors. The other vertices of the control-flow graph represent the statements and predicates of the program in the usual way; \( st(v) \) denotes the statement or predicate of vertex \( v \).

**Normalization Assumptions.** For expository convenience, we will assume that programs have been normalized to meet the following conditions:

- Only one constructor or selector is performed per statement.
- An expression \( \text{cons}(x, y) \) is executed in three steps: (i) allocate the \( \text{cons} \) cell and assign it to a new temporary variable; (ii) assign \( x \) into the \( \text{car} \) component; (iii) assign \( y \) into the \( \text{cdr} \) component.
- In each statement, the same variable does not occur on both the left-hand and right-hand side.
- Each statement of the form \( l := r \) where \( r \neq \text{nil} \) is preceded by an assignment of the form \( l := \text{nil} \).
- All allocation statements are of the form \( x := \text{new} \) (as opposed to \( x.\text{sel} := \text{new} \)).

Thus, for every vertex \( v \in V \) in which a pointer manipulation is performed, \( st(v) \) has one of the following forms: \( x := \text{nil}, x.\text{sel} := \text{nil}, x := \text{new}, x := y, x := y.\text{sel}, \) or \( x.\text{sel} := y, \) where \( y \neq x \). (In our implementation, the work of putting a program into a form that meets these assumptions is carried out by a preprocessor.) Note that the number of temporary variables that are introduced to meet these restrictions is, in the worst case, linear in the size of the original program.

The normalization assumptions are not essential, but simplify the presentation. For example, the last assumption allows us to separate the "kill" aspects of a statement (e.g., \( x := \text{nil} \)) from the "gen" aspects (e.g., \( x := y.\text{sel} \), assuming \( x \) points to \( \text{nil} \)) in the semantics. (See Figures 2 and 6.)

**Example 2.1.** Figure 1 shows (a) a program that performs a list reversal via destructive updating, (b) the program in normalized form, and (c) the control-flow graph of the program in normalized form. The list initially pointed to by variable \( x \) is transformed into its reversal. After each iteration, \( y \) points to the reversal of a successively longer prefix of the original list.

To simplify the formulation of the analysis method, it will be stated for a single fixed (but arbitrary) program. The set of pointer variables in this program will be denoted by \( P\text{Var} \).

2.2 Shape-Graphs

Both the concrete and abstract semantics are defined in terms of a single unified concept of "shape graph", which

---

Throughout the paper, our presentation is couched in terms of the Lisp primitives for manipulating heap-allocated storage. However, this is not due to any basic limitation of our method; our shape-analysis algorithm extends readily to the case of pointers to user-defined types that have more than two fields.

---
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/* x points to an unshared list */
y := nil
while x \neq \text{nil} do
  t := y
  y := x
  x := x.cdr
  y. cdr := t
od
t := \text{nil}

/* x points to an unshared list */
y := nil
while x \neq \text{nil} do
  t := \text{nil}
  y := x
  x := \text{x, cdr}
  t_1 := \text{nil}
  x := \text{t_1}
  y. cdr := \text{nil}
  y. cdr := t
od
t_1 := \text{nil}
t := \text{nil}

Figure 1: A program, the program in normalized form, and the program’s labeled control-flow graph.

is defined as follows:

**Definition 2.2** A shape-graph is a finite directed graph that consists of nodes, called shape-nodes, and two kinds of edges: variable-edges and selector-edges. A shape graph is represented by a pair of edge sets, \((E_v, E_s)\), where

- \(E_v\) is the graph’s set of variable-edges, each of which is of the form \([x, n]\), where \(x \in \text{PVar}\) and \(n\) is a shape-node.
- \(E_s\) is the graph’s set of selector-edges, each of which is of the form \((s, \text{sel, t})\), where \(s \text{ and } t\) are shape-nodes, and \text{sel} \in \{\text{car, cdr}\}

We overload the symbol \(E_v\) to also mean the function that returns a variable’s \(E_v\) successors. That is, for \(x \in \text{PVar}\), we define \(E_v(x) \in E_v\) as \(E_v(x) \equiv \{ n \mid [x, n] \in E_v\}\). Similarly, for a shape-node \(s\) and \text{sel} \in \{\text{car, cdr}\}, we define \(E_s(s, \text{sel}) \equiv \{ t \mid (s, \text{sel}, t) \in E_s\}\). (The intended meaning of a use of \(E_v\) or \(E_s\) will always be clear, according to whether arguments are supplied or not.) Given \(SG = (E_v, E_s)\), we define shape_nodes(SG) as follows: shape_nodes(SG) \equiv \{ n \mid \text{x, n} \in E_v\} \cup \{ n \mid \text{s, sel, t} \in E_s\} \cup \{ n \mid \text{s, s, t} \in E_s\}. \] The class of shape-graphs is denoted by \(SG\).

Note that for a given shape-graph \(SG\), shape_nodes(SG) is uniquely defined: it consists of the set of non-isolated nodes in \(SG\) (i.e., the nodes that are touched by at least one edge). It is for this reason that we do not explicitly list the node set when specifying a shape-graph.

The shape-graphs that arise in the concrete semantics for the language have somewhat different characteristics from the ones that arise in the abstract semantics. However, the fact that both are derived from a shared root concept (namely Definition 2.2) helps in defining the abstraction relation that relates them (see Definitions 4.4 and 4.5).

In the concrete semantics, which is given in Section 3, the result of an execution sequence is a shape-graph that represents the state of heap-allocated storage in memory. In this case, each shape-node represents a unique run-time location, and for each variable \(x\), either \(E_v(x)\) is a singleton set (say \{\(n\)\}) or it is empty. Furthermore, \(E_s(n, \text{car})\) and \(E_s(n, \text{cdr})\), which represent the run-time locations pointed to by the \text{car} and \text{cdr} fields of \(n\), are either singleton sets or empty (depending on whether these fields point to allocated locations or not). Such properties are captured in the following definition:

**Definition 2.3** A shape-graph is deterministic if (i) for every \(x \in \text{PVar}\), \(|E_v(x)| \leq 1\) and (ii) for every shape-node \(n\) and \text{sel} \in \{\text{car, cdr}\}, \(|E_s(n, \text{sel})| \leq 1\). The class of deterministic shape-graphs is denoted by \(DSG\).

Finally, in several places we make use of a “garbage-collection” operation to eliminate shape-nodes that are not reachable from any of the program variables.

**Definition 2.4** The function gc: \(SG \rightarrow DSG\) is defined by \(gc((E_v, E_s)) \equiv (E_v', E_s')\), where \((s, \text{sel, t}) \in E_s\) iff \((s, \text{sel, t}) \in E_s\) and there exists \([x, r] \in E_v\) such that there is a path of selector-edges in \(E_v\) from \(r\) to \(s\).

## 3 The Concrete Semantics

In this section, we present a concrete semantics in which deterministic shape-graphs are used to represent the memory state (i.e., DSG shape-nodes represent “cons-cells”), and the meaning of an assignment statement is a deterministic shape-graph transformer. This concrete semantics is used to define a concrete collecting semantics that associates a set of possible shape-graphs with each point in the program.

Figure 2 contains the semantic equations of the concrete semantics. The meaning of a statement \(st\) is a function \([st]_{DSG}: DSG \rightarrow DSG\). (When examining the last four equations in Figure 2, bear in mind that, because of the Normalization Assumptions of Section 2.1, before each of the statements executes it is known that the left-hand side evaluates to \text{nil}. Thus, the last four equations need only handle the “gen” aspects of the statements’ semantics. The “kill” aspects are handled by the first two equations of Figure 2.) The DSG transformers listed in Figure 2 cover the six kinds of pointer-manipulation statements; all the other DSG transformers — for predicates and for assignment statements that do not perform any pointer manipulations — are the identity function.

By design, the “concrete” semantics is somewhat non-standard. The only part of the store that the concrete semantics keeps track of is the heap-allocated storage; furthermore, it does not interpret predicates, read statements, and assignment statements that do not perform pointer manipulations. These assumptions build a small amount of abstraction into the “concrete” semantics. The consequence of
\[ \begin{align*}
[x := \text{nil}]_{DSG}((E_v, E_e)) & \overset{\text{def}}{=} (E_v - \{[x, \star]\}, E_e) \\
[x, s \star o := \text{nil}]_{DSG}((E_v, E_e)) & \overset{\text{def}}{=} (E_v, E_e - \{([s, s \star o], \star) \mid [x, \star] \in E_v\}) \\
[x := \text{new}]_{DSG}((E_v, E_e)) & \overset{\text{def}}{=} (E_v \cup \{[x, n_{new}]\}, E_e) \\
x := y & \overset{\text{def}}{=} \left( E_v \cup \{[x, y], [y, n] \in E_v, (s, s \star o, t) \in E_e\} \right) \\
x, s \star o := y & \overset{\text{def}}{=} (E_v, E_e - \{([s, s \star o], \star) \mid [x, \star] \in E_v\}) \\
\end{align*} \]

Figure 2: The concrete semantics \([\text{set}]_{DSG}: DSG \to DSG\). The shape-graph transformer associated with all predicates and all assignment statements that do not perform any pointer manipulations is the identity function. The term \(n_{new}\) denotes an operation that generates a new shape-node (i.e., a new run-time location).

these assumptions is that the collecting semantics may associate a control-flow-graph vertex with more concrete shape-graphs (i.e., \(DSGs\)) than would be the case were we to start with a conventional concrete semantics. (Our assumptions are patently safe, and so we will not take the space here to justify them further.)

For simplicity, we do not introduce any “garbage-collection operations” in the concrete semantics to eliminate nodes from \(DSGs\) that are not reachable from any of the program variables. Also, dereferences of nil pointers are ignored. They are handled in [SRW99].

We now turn to the collecting semantics. For a control-flow-graph vertex \(v \in V\), let \(\text{pathsTo}(v)\) be the set of paths in the control-flow graph from \(start\) to predecessors of \(v\).

**Definition 3.1** The collecting semantics \(cs: V \to 2^{DSG}\) is defined as follows:

\[
\begin{align*}
\text{cs}(v) & \overset{\text{def}}{=} \{ \left[ \text{set}(v) \right]_{DSG}(\cdots(\left[ \text{set}(v_1) \right]_{DSG}((\phi, \psi))) \mid \right. \\
& \left. \quad [v_1, \ldots, v_n] \in \text{pathsTo}(v) \} \}
\end{align*}
\]

\[\square\]

4 The Abstract Semantics

In this section, we present a shape-analysis technique that uses a restricted subset of shape-graphs, called **static shape-graphs**, to summarize the possible shapes that heap-allocated storage can take on.

**Example 4.1** Suppose \(x\) points to a five-element list at the beginning of the list-reversal program. Column two of Figure 3 shows the DSGs that arise at vertex \(v_2\). The abstract (summarized) representations for the six DSGs are shown in column three. The abstract value that is computed by the abstract semantics is the graph shown in the iteration-1 row of column four. (In this example, this graph is exactly the union of the six graphs shown in column three.) \(\square\)

Static shape-graphs are defined in Section 4.1, the abstraction function is defined in Section 4.2, and the abstract semantics is given in Section 4.3. The reverse program is used as a running example. Section 4.4 explains the reasons for the accuracy of the analysis method, and shows that the method is capable of handling the insertion of an element at an arbitrary point in a linked list.

4.1 Static Shape-Graphs

Unlike the concrete shape-graphs of the collecting semantics, the static shape-graphs of the abstract semantics are non-deterministic: \(E_v(x), E_e(n, car)\), and \(E_e(n, cdr)\) may each yield a set with more than one shape-node. In addition, static shape-graphs are of bounded size. This is achieved by our naming scheme for shape-nodes: the name of a shape-node is a (possibly empty) set of program variables; in general, the abstraction function clusters multiple concrete shape-nodes into a single static shape-node.

**Definition 4.2** A static shape-graph is a pair \((SG, is\_shared)\), where

- \(SG\) is a shape-graph.
- The set \(shape\_nodes(SG)\) is a subset of \(\{n_x \mid X \subseteq P\Var\}\).
- \(is\_shared\) is a function of type \(shape\_nodes(SG) \to \{\text{false, true}\}\).

**The class of static shape-graphs is denoted by SSG. \(\square\)**

In the following definition, we impose an order on SSGs where \(SG \subseteq SG'\) if \(SG'\) contains more edges than \(SG\).

**Definition 4.3** Let \(SG = ([E_v, E_e], is\_shared)\) and \(SG' = ([E'_v, E'_e], is\_shared')\). We define the following ordering on \(SSG\): \(SG \subseteq SG'\) if and only if

- \(E_v \subseteq E'_v\).
- \(E_e \subseteq E'_e\).
- For every \(n \in shape\_nodes(SG)\), \(is\_shared(n) \Rightarrow is\_shared'(n)\).

\[\square\]

The domain \(SSG\) is a complete join semi-lattice with a join operator \(\cup\) defined by:

\[SG \cup SG' \overset{\text{def}}{=} ([E_v \cup E'_v, E_e \cup E'_e], is\_shared \vee is\_shared').\]

4.2 The Abstraction Function

Our task in this section is to define the abstraction function that relates the domains \(2^{DSG}\) and \(SSG\). However, before formally defining the abstraction function in Definition 4.5, we first illustrate some of the semantic properties of SSGs.

Column two of Figure 3 shows the DSGs that arise at vertex \(v_2\) for all five iterations of the loop in the list-reversal program when input-list \(x\) is a five-element list. Column three shows their corresponding abstract values (i.e., SSGs). We note the following:

(i) In each SSG in column three, a shape-node \(n_x\), where \(Z \neq \phi\), represents a unique run-time location in the corresponding DSG in column two — the location pointed to by every one of the variables in \(Z\). However, across the collection of SSGs that are the abstractions of the (several different) DSGs that arise on different loop iterations, \(n_x\) will, in general, denote different run-time locations. For example, shape-node \(n_{(z,l_1)}\) represents the run-time locations \(l_2, l_3, l_4, \text{ and } l_5\) in the DSGs that arise on iterations 1, 2, 3, and 4, respectively.
<table>
<thead>
<tr>
<th>Iter.</th>
<th>$DSG$</th>
<th>$\hat{\alpha}(DSG)$</th>
<th>Approx. sequence for $SG_{v_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$x \rightarrow l_1 \rightarrow l_2 \rightarrow l_3 \rightarrow l_4 \rightarrow l_5$</td>
<td>$x \rightarrow n[x] \rightarrow n_\phi$</td>
<td>$\langle (\phi, \phi), \lambda n. \text{false} \rangle$</td>
</tr>
<tr>
<td>1</td>
<td>$x \rightarrow t_1 \rightarrow l_2 \rightarrow l_4 \rightarrow l_5 \rightarrow \bullet$</td>
<td>$x \rightarrow n[x, t_1] \rightarrow n_\phi$</td>
<td>$x \rightarrow n[x] \rightarrow n_\phi$</td>
</tr>
<tr>
<td></td>
<td>$y \rightarrow \bullet \rightarrow l_1$</td>
<td>$y \rightarrow n[y]$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$x \rightarrow t_1 \rightarrow l_3 \rightarrow l_4 \rightarrow \bullet$</td>
<td>$x \rightarrow n[x, t_1] \rightarrow n_\phi$</td>
<td>$x \rightarrow n[x] \rightarrow n_\phi$</td>
</tr>
<tr>
<td></td>
<td>$y \rightarrow \bullet \rightarrow l_2 \rightarrow l_1$</td>
<td>$y \rightarrow n[y] \rightarrow n[t]$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x \rightarrow t_1 \rightarrow l_4 \rightarrow \bullet \rightarrow l_5$</td>
<td>$x \rightarrow n[x, t_1] \rightarrow n_\phi$</td>
<td>$x \rightarrow n[x] \rightarrow n_\phi$</td>
</tr>
<tr>
<td></td>
<td>$y \rightarrow \bullet \rightarrow l_3 \rightarrow l_2 \rightarrow l_1$</td>
<td>$y \rightarrow n[y] \rightarrow n[t]$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$x \rightarrow t_1 \rightarrow \bullet \rightarrow l_5$</td>
<td>$x \rightarrow n[x, t_1] \rightarrow n_\phi$</td>
<td>$x \rightarrow n[x] \rightarrow n_\phi$</td>
</tr>
<tr>
<td></td>
<td>$y \rightarrow \bullet \rightarrow l_4 \rightarrow l_3 \rightarrow l_2 \rightarrow l_1$</td>
<td>$y \rightarrow n[y] \rightarrow n[t]$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$y \rightarrow \bullet \rightarrow l_5 \rightarrow l_4 \rightarrow l_3 \rightarrow l_2 \rightarrow l_1$</td>
<td>$y \rightarrow n[y] \rightarrow n[t]$</td>
<td>$\langle (\phi, \phi), \lambda n. \text{false} \rangle$</td>
</tr>
</tbody>
</table>

The fixed point has been reached.

Figure 3: Columns two and three show the DSGs and the corresponding SSGs, as mapped by $\hat{\alpha}$, that arise at vertex $v_2$ for the five iterations of the loop in the list-reversal program, when the input $x$ is a five-element list. Column four shows the SSG values that $SG_{v_2}$ takes on during the process of finding the solution to the equations of the abstract semantics. For each of the shape-nodes in all of the SSGs, the value of $\text{is\_shared}$ is false.

(ii) In contrast, shape-node $n_\phi$ can represent multiple run-time locations of a single DSG. For example, in the
SGS in column three of the iteration-0 row, \( n_y \) represents the run-time locations \( l_2, l_3, l_4 \), and \( l_5 \) of the DSG in column two. In the SSG in column three of the iteration-5 row, \( n_\varphi \) represents the run-time locations \( l_2, l_3, l_4 \).

(iii) In different SSGs, the same run-time location may be represented by different SSG shape-nodes. For instance, consider the SSGs in column three of Figure 3 in top-to-bottom order. Location \( l_1 \) is represented by shape-nodes \( n(x_1), n(y_1), n(z_1), n_\varphi, \) and \( n_\theta; \) location \( l_2 \) is represented by \( n_\phi, n_\nu, n(z_2, t_1), n(y_2), n_\nu, \) and \( n_\phi; \) location \( l_5 \) is represented by \( n_\phi, n_\phi, n_\nu, n_\phi, n(z_2, t_1) \), and \( n(y_5) \).

There is an important conclusion to draw from these examples: It is incorrect to think of a shape-node as representing a fixed partition of memory. Instead, the ideas to keep in mind are the following:

The variable set of a shape-node in the shape-graph for program-point \( v \) consists of variables that, for some execution sequence ending at \( v \), must all point to the same run-time location. By going from DSGs to SSGs, we deliberately drop information about the concrete locations, but we keep information that indicates, for some execution sequence ending at \( v \), what variables must all point to the same location.

A consequence of this abstraction is that two different shape-nodes \( n_x \) and \( n_y \) such that \( X \cap Y \neq \emptyset \) represent incompatible configurations of variables; that is, \( n_x \) and \( n_y \) cannot possibly represent information from the same DSG. This means that the following structural invariants hold for the SSGs that arise in the abstraction process:

Invariant (i) ("Equality-or-disjointness of edge end-points")
For all \( \langle n_x, sel, n_y \rangle \in E_s \), either \( X = Y \) or \( X \cap Y = \emptyset \). For example, in the SSG in column four of the iteration-4 row, the selector-edge \( \langle n(y), cdr, n(y) \rangle \) satisfies \( \{ y \} \cap \{ t \} = \emptyset \). This SSG could not contain a selector-edge such as \( \langle n(z_2), cdr, n(z_2, t_1) \rangle \).

Invariant (ii) If \( is\_shared(n) = true \) for a node \( n \), then one or more of the following conditions must hold:
(a) There exists a selector edge from \( n_y \) to \( n \). Since \( n_y \) can represent multiple locations, this single edge can represent two or more selector edges in a given DSG.
(b) There exist two selector edges from different shape nodes, say, \( n_{z_1} \) and \( n_{z_2} \), where \( Z_1 \cap Z_2 = \emptyset \) to \( n \). In this case, there may exist a DSG that includes two selector edges: one from the run-time location pointed to by the set of variables \( Z_1 \) and one from the run-time location pointed to by the set of variables \( Z_2 \).
(c) There exist two selector-edges (with different selectors) from a single shape-node. (Figure 3 does not illustrate these conditions because none of the shape-nodes are shared.)

Because the converse of Invariant (ii) need not hold, sharing information must be stored explicitly in SSGs. For example, in the SSG in column three of the iteration-0 row, \( is\_shared(n_y) = false \) even though there exists a selector edge from \( n_\varphi \) to itself and a selector edge from \( n(z_2) \) to \( n_\varphi \). In this case, the fact that \( is\_shared(n_y) = false \) indicates that \( n_\varphi \)'s incoming edges represent DSG edges that can never simultaneously point to the same DSG node.

The abstraction function \( \alpha \) is defined in Definition 4.5; \( \alpha \) makes use of several auxiliary functions whose definitions are given in Definitions 4.4 and 4.5. Definition 4.4 defines an operation for renaming shape-nodes. (This function will be used both in the abstraction function and in the abstract semantics.)

Definition 4.4 Let \( S = \langle E_v, E_s \rangle \) be a shape-graph, and let \( p, shape\_nodes(SG) \) be functions. Functions \( f : shape\_nodes(SG) \to \{ ftrue, ffalse \} \) are defined as follows:

\[
\begin{align*}
(E_v, f) & \overset{\text{def}}{=} \{(x, f(n)) \mid \langle x, n \rangle \in E_v \}, \\
(E_s, f) & \overset{\text{def}}{=} \{(f(s), sel, f(t)) \mid \langle s, sel, t \rangle \in E_s \}, \\
(p, f)(n_x) & \overset{\text{def}}{=} \bigvee_{\langle n(f(n_x)) \rangle = n_x} p(n)
\end{align*}
\]

Finally, \( \langle E_v, E_s, p \rangle \downarrow f \overset{\text{def}}{=} \langle \langle E_v, f, E_s \rangle, p \downarrow f \rangle \).

Definition 4.5 (The Abstraction Function) The function \( \alpha : DSG \to \{ ffalse, ftrue \} \) is defined as follows:

\[
\alpha(S) \overset{\text{def}}{=} \bigcup_{DSG} \widehat{G}(DSG)
\]

The function \( induced\_is\_shared[DSG] \) from \( shape\_nodes(DSG) \) to \{false, true\} is defined as follows:

\[
induced\_is\_shared[DSG](t) \overset{\text{def}}{=} \{(s, s, t) \in E_s \} \geq 2
\]

The abstraction function \( \alpha : 2^{DSG} \to SSG \) is defined by:

\[
\alpha(S) = \bigcup_{DSG} \widehat{G}(DSG)
\]

where

\[
\widehat{G}(DSG) \overset{\text{def}}{=} \{ letDSG' = gc(DSG) \mid DSG', induced\_is\_shared[DSG]' \downarrow \alpha[DSG'] \}
\]

The core of Definition 4.5 is the operation of projection (i) with respect to \( \alpha[DSG'] \). The function \( \alpha[DSG'] \) establishes the relationship between the nodes of a DSG and their corresponding nodes in the SSG. For example, consider the iteration-1 row of Figure 3. In column two, DSG node \( l_2 \) is pointed to by program variables \( z \) and \( t_1 \) and is mapped by \( \alpha[DSG'] \) to SSG node \( n(z_2, t_1) \). DSG nodes \( l_3, l_4, l_5 \), which are not pointed to (directly) by any variables, are mapped to SSG node \( n_\phi \). In general, \( \alpha[DSG'] \) generates a finite set of SSG nodes from the a priori unbounded number of DSG nodes in DSG'. The projection operation then collapses the DSG onto the smaller set of nodes, while preserving aspects of its structure.

We say that a shape-node \( n_x \) in DSG' represents a shape-node \( n \) in DSG if \( \alpha[DSG'][n] = n_x \).

The function \( induced\_is\_shared[DSG] \) checks whether a node has 2 or more predecessors in DSG. Because the projection performed with respect to \( \alpha[DSG'] \), an SSG node's sharing value is true if any of the DSG nodes it represents has 2 or more predecessors in DSG'. (This aspect of \( \alpha[DSG'] \) is not illustrated by the example presented in Figure 3.) On the other hand, if projection-function \( \alpha[DSG'] \) sets the sharing value of SSG-node \( n_\varphi \) to false, this means that the DSG node (or nodes) that \( n_\varphi \) represents all only have at most one predecessor. For example, consider the
iteration-0 row of Figure 3. In the SSG in column three, \( n_0 \) represents the run-time locations \( l_3, l_4, l_5, \) and \( l_6 \), each of which has exactly one predecessor in the DSG (see column two). Consequently, \( is\_shared(n_0) \equiv false \).

Note one role of the gc operation that appears in the definition of \( G \): if DSG contains a garbage shape-node that has 2 or more predecessors, this will be filtered out by the gc operation and will not affect the value of \( is\_shared(n_0) \).

**Example 4.6** Definition 4.5 provides a way of identifying a shape-graph with a data type. Figure 5 shows the shape-graphs that represent five kinds of data types. For each DSG \( SG \) in one of the five indicated classes, \( G(SG) \) approximates \( (\mathbb{1}) \) the corresponding graph shown in Figure 5. (For the moment, ignore graph (f).)

The reason why approximates \( (\mathbb{1}) \) is used here is that the shape-analysis algorithm is a conservative algorithm and thus the shape-graphs produced may have superfluous edges. Therefore, when the algorithm reports that a variable points to a circular list, it may actually point to a non-circular list; however, when the algorithm reports that a variable points to a non-circular list, it will never point to a circular list. This kind of conservative approximation is appropriate for use, for example, in parallelizing compilers [HNH92, HG92]. (An extension of our basic technique allows definitely circular structures to be identified. See Section 5.4.) □

### 4.3 The Abstract Interpretation

The abstract meaning function \( [\cdot]_{SSG}: SS\to SS\) for the pointer-manipulation statements is given in Figure 6. The operations presented in Figure 6 manipulate variable-edges, selector-edges, and sharing information, as well as the alias information that is maintained in the shape-node names of SSGs. It has been shown that these SSG transformers are conservative with respect to the concrete semantics defined in Figure 2 (see [SRW95]).

The key property of the abstract semantics is that each abstract assignment operation creates an SSG that conservatively covers all the possible new configurations of variable sets whose members all point to the same run-time location (i.e., DSG shape-node). This permits an unusual treatment (for a static-analysis algorithm, that is) of statements of the form \( x.\_sel := \text{nil} \). When the algorithm processes such a statement, it always removes the \( \_sel \) edges emanating from what \( x \) points to. We call this operation strong nullification.

**Example 4.7** Figure 4 shows a simple example that illustrates strong nullification. Note that after statement \( y := x \) in the then-branch of the conditional, \( x \) and \( y \) point to the same run-time location. This is reflected in \( SG_2 \) by the fact that \( x \) and \( y \) point to a single shape-node, \( n_{(x,y)} \). \( SG_3 \) is the union of \( SG_2 \) with \( SG_1; \) \( x \) and \( y \) each point to two shape-nodes in \( SG_3 \). Because \( n_{(x,y)} \) in \( SG_3 \) represents only run-time locations that are pointed to by both \( x \) and \( y \) (which occur only on some execution sequences), it is safe for the abstract semantics for statement \( y.\_cdr := \text{nil} \) to eliminate the edge from \( n_{(x,y)} \) to \( n_{(t)} \) (see \( SG_4 \)).

Note that if \( n_{(x,y)} \) and \( n_{(x,y)} \) were merged into one shape-node in \( SG_3 \), then it would not be possible to perform a strong nullification because a run-time location pointed to by \( x \) alone does have a \( \_cdr \)-edge emanating from it (i.e., to the node that \( t \) points to).

\[
\begin{align*}
x &:= \text{new} \\
y &:= \text{new} \\
 t &:= \text{new} \\
x.\_cdr &:= t
\end{align*}
\]

**Figure 4:** A program that illustrates strong nullification.

We now discuss the individual cases of the abstract meaning function (Figure 6), illustrating the most important features using Figure 7, which shows the final SSGs computed for each program point by abstract interpretation of the destructive list-reversal program. Each block of Figure 7 indicates the shape of memory just before the program-point label that appears at the bottom of the block. The text at the top of a block indicates the preceding program point (or points) in the control-flow graph and the action(s) taken there. For example, \( n_{15} \)'s one predecessor is the statement \( t := \text{nil} \) at \( n_{14} \).

- For an assignment \( x := \text{nil} \), the projection operation is used to rename shape-nodes by removing \( x \) from their "name". Note that this may cause what were formerly distinct shape-nodes to be merged.

**Example.** In the transition between block \( n_7 \) and block \( n_8 \) of Figure 7 the assignment \( t_1 := \text{nil} \) causes \( n_{(y,x,t_4)} \) and \( n_{(y,x)} \) to be merged. □

- For an assignment \( x.\_sel := \text{nil} \), the SSG transformer given in Figure 6 removes all of \( x \)'s \( \_sel \) selector-edges (what we called "strong nullification" above). The variable set of a shape-node in the SSG for a program-point \( v \) consists of variables that, for some execution
sequence ending at \( v \), all point to the same run-time location; therefore, our method can always remove \( x \)'s selector-edges.\(^3\)

**Example.** In Figure 7, the transition between \( v_{11} \) and \( v_{12} \) removes all of \( y \)'s old selector-edges. \( \square \)

The other important aspect of the SSG transformer for \( x := \text{nil} \) is the way information in shape-node names is used to reset the sharing information. This is based on Invariant (ii) of the abstraction process, as described in Section 4.2. (The resetting of sharing information by the SSG transformer is not illustrated by the list-reversal program since \( \text{is\,shared} \) is false for all shape-nodes in all shape-graphs that arise. This issue is discussed further at the end of Section 4.4.)

- For an assignment \( x := \text{new} \), a new unshared node \( n_{\{x\}} \) is created. All other shape-nodes are unaffected.
- For an assignment \( x := y \), the shape-node names are changed to reflect the fact that whatever \( y \) was pointing to before is now also pointed to by \( x \). In addition, new variable-edges are added to reflect the assignment of \( y \) to \( x \).

\(^3\)Other shape analyses do not handle this statement precisely, or handle it precisely only under certain circumstances. However, we are not claiming that our method is somehow "able to treat all statements precisely". In Figure 6, the inevitable loss of precision intrinsic to static-analysis occurs in the treatment of statements of the form \( x := \text{nil} \) (when \( y \) points to \( n_0 \), rather than in statements of the form \( x := y \). In particular, in the SSG transformer for \( x := \text{new} \), a node-materialization operation is used to create shape-nodes that conservatively cover all the possible new configurations of variable sets whose members all point to the same run-time location.

**Example.** See the transition between block \( v_0 \) and block \( v_7 \) of Figure 7. \( \square \)

- The SSG transformer for an assignment \( x := \text{new} \) is the most elaborate operation. The reason is that \( \text{new} \) may point to many nodes, and we have to create an SSG that conservatively covers all the possible new configurations of variable sets whose members all point to the same run-time location (i.e., DSG shape-node) after the assignment. That is, if \( y \) points to \( n_Z \), then we need to "materialize" a copy of \( n_Z \) — producing a "new" node \( n_{z(U(x))} \) from "old" node \( n_Z \). In defining this materialization operation, the goal is to cover conservatively all the possibilities, yet at the same time not introduce too many superfluous edges that prevent the abstract semantics from being able to verify interesting properties, e.g., that a variable points to a list.

**Example.** See the transition between block \( v_{18} \) and block \( v_{19} \) of Figure 7, in which node \( n_{\{t_1\}} \) is materialized from \( n_0 \). \( \square \)

In what follows, let \( n_Y \) be a shape-node that \( y \) points to. For every node \( n_Z \) pointed to by \( \text{new} \), we materialize a new node \( n_{z(U(x))} \) and direct the following edges to \( n = n_{z(U(x))} \):

- Old variable-edges that point to \( n_Z \) before the assignment. (This does not occur in the transition between block \( v_8 \) and block \( v_9 \) of Figure 7.)
- A new variable-edge from \( x \). (See variable-edge \( [l_1, n_{\{t_1\}}] \) in block \( v_9 \) of Figure 7.)
- A \( \text{new} \) selector-edge from \( n_Y \). This edge replaces the old \( \text{new} \) selector-edge that emanates from \( n_Y \).
\[ [z := \text{nil}]_{\mathcal{SG}}((E_v, E_s), \text{is\_shared}) \triangleq (\text{ge}(([E_v \setminus \{z\}], E_s), \text{is\_shared})) \downarrow \lambda n. n(x \setminus \{z\}) \]

\[ [z, \text{sel}_0 := \text{nil}]_{\mathcal{SG}}((E_v, E_s), \text{is\_shared}) \triangleq ((E_v, E'_s), \text{is\_shared}') \]
where \( E'_s = (E_s \setminus \{\langle n, \text{sel}_0, * \rangle \mid x \in X\}) \) and \( \text{is\_shared}'(n) = \text{is\_shared}(n) \land \bigvee \exists n_{z_1}, n_{z_2} : Z_1 \cap Z_2 = \phi, \langle n_{z_1}, *, n \rangle, \langle n_{z_2}, *, n \rangle \in E'_s \)

\[ [z := \text{new}]_{\mathcal{SG}}((E_v, E_s), \text{is\_shared}) \triangleq ((E_v \cup \{[z, n_{[z]}]\}, E_s), \text{is\_shared}[n_{[z]} \rightarrow \text{false}]) \]

\[ [z := y]_{\mathcal{SG}}((E_v, E_s), \text{is\_shared}) \triangleq ((E'_v, E'_s), \text{is\_shared}') \]
where \( E'_v = E_v \cup \{\langle y, \text{sel}_0, n_{[z]} \rangle \mid z = x \lor [z, n_{z}] \in E_v\} \)
and \( \text{is\_shared}'(n_{[z]}) = \text{is\_shared}(n_{[z]}) \land \bigvee \exists n_{z_1}, n_{z_2} : Z_1 \cap Z_2 = \phi, \langle n_{z_1}, *, n \rangle, \langle n_{z_2}, *, n \rangle \in E'_v \)

\[ \text{disjoint\_or\_equal}(E_v) \triangleq \{\langle n_x, s, n_y \rangle \mid \langle n_x, s, n_y \rangle \in E_v, X = Y \lor X \cap Y = \phi\} \]

Figure 6: The SSG meaning function \([st]_{\mathcal{SG}} : \mathcal{SG} \rightarrow \mathcal{SG}\) for a statement \(st\).

before the assignment (see the first old \(\rightarrow\) new case in Figure 6 and selector-edge \(\langle y, x, \text{sel}_0, n_{[t_1]} \rangle\) in block \(v_0\) of Figure 7.) This selector-edge is not added by the old \(\rightarrow\) new case when \(Y = Z\), because all directly cyclic selector-edges are handled by the new \(\rightarrow\) new case.

- An edge \(\langle n, \text{sel}_0, n \rangle\) is materialized when \(n\) has a \(\text{sel}_0\) selector-edge to itself. (See the new \(\rightarrow\) new case). (This does not occur in the transition between block \(v_8\) and block \(v_9\).)

- Suppose there is a selector-edge \(\langle n_y, \text{sel}_0, n_y \rangle\). When \(n_y\) has a \(\text{sel}\) selector-edge to itself, a selector-edge \(\langle n, \text{sel}, n \rangle\) is materialized if \(\langle n_z, \text{sel}, n_z \rangle\) and \(\langle n_y, \text{sel}_0, n_y \rangle\) represent edges that can simultaneously co-exist in some DSG. This can happen only if \(n_z\) is a shared node. (See the new \(\rightarrow\) new case). (This also does not occur in the transition between block \(v_8\) and block \(v_9\).)

- Selector-edges from other old predecessors of \(n\) need to be connected to \(n\) if they can simultaneously co-exist with the \(\text{sel}_0\) selector-edge from \(n_y\) (see the second old \(\rightarrow\) new case). Here, we take advantage of the variables in shape-node names; in particular, a predecessor of \(n\) that has \(n\) in its name is incompatible with \(n_y\). (This does not occur in the transition between block \(v_8\) and block \(v_9\).)

We also connect \(n\) to the old successors of \(n\) for all the selector-edges where \(Y \neq Z\) or \(\text{sel} \neq \text{sel}_0\) (see
Figure 7: The final SSGs computed for each control-flow-graph vertex by abstract interpretation of the destructive list-reversal program (e.g., block \( v_2 \) corresponds to column four of the iteration-4 row of Figure 3). For each of the shape-nodes in all of the SSGs, the value of \( is\_shared \) is false.

the new \( \rightarrow \) old case). (This does not occur in the transition between block \( v_8 \) and block \( v_9 \).)
The operation disjoint\(_{\text{or\, equal}}\) \(SSG \rightarrow SSG\) eliminates selector-edges whose end-points do not satisfy Invariant (i) of the abstraction process (the “equality-or-disjointness” property for the variable-set names of selector-edge end-points described in Section 4.2). (This does not filter out any edges in the transition between block \(v_8\) and block \(v_9\).

- Finally, for an assignment \(x.\,sel_0 \equiv y\), a \(sel_0\) selector-edge is added between shape-nodes pointed to by \(x\) and shape-nodes pointed to by \(y\). In addition, all nodes that are pointed to by both \(y\) and a selector-edge before the assignment are now considered to be shared nodes.

**Example.** See the transition between block \(v_{12}\) and block \(v_2\) of Figure 7.

The abstract semantics associates an SSG, \(SG_v\), with each \(v \in V\). Equationally, this can be defined as the least fixed point (under the ordering defined in Definition 4.3) of the following system of equations in \(SG_v\):

\[
SG_v = \left\{ \left\langle (\phi, \phi), \lambda n.\, \text{false} \right\rangle \right\} \cup \left\{ \left\langle (\phi, \phi), \lambda n.\, \text{false} \right\rangle \mid (v, w) \in \mathcal{A}(u) \subseteq SG(v) \cup SG(u) \right\} \quad (1)
\]

The least-fixed point of these equations can be found by iteration, starting from \(\left\langle (\phi, \phi), \lambda n.\, \text{false} \right\rangle\).

**Example 4.8** The final abstract values for all of the vertices of the list-reversal program’s control-flow graph are shown in Figure 7. Among other things, this information tells us that if \(x\)’s value is a list at the beginning of the program (see block \(v_1\)) then \(y\)’s value is a list at the end of the program (see block \(v_{15}\)).

Column four of Figure 3 shows the SSGs computed for vertex \(v_2\) of the list-reversal program during the successive iterations of the fixed-point-finding procedure. The final abstract value for vertex \(v_2\) (i.e., \(SG_{v_2}\)) is the graph shown in the iteration-1 row of column four. The elements of this graph can be interpreted as follows:

- There are two shape-nodes that represent the head of the list that \(x\) points to: \(n_1(x)\) and \(n_2(x, t_1)\). The former represents the situation where \(x\) points to the head of the list and \(t_1\) points elsewhere (which only happens before the first iteration of the loop). The latter represents the situation where \(x\) and \(t_1\) both point to the head of the list. Shape-node \(n_1(y)\) represents the head of the reversed list that \(y\) points to. Shape-node \(n_0\) represents all the run-time locations in the tails of the lists that \(x\) and \(t\) point to.
- For each of the shape-nodes in the graph, the value of \(is\, shared\) is false. The fact that \(is\, shared\) is false tells us a number of interesting things about the memory state (i.e., DSG) produced by any execution sequence that ends at vertex \(v_2\): (1) It implies that selector-edges from \(x\) and from \(t\) cannot point to the same node (and consequently the tails of \(x\) and \(t\) cannot have a component in common). (2) Similarly, for every pair of different run-time locations in the tail of \(x\) or \(t\), the selector-edges from these run-time locations cannot point to the same node. Consequently, variables \(x\) and \(t\) must point to acyclic lists that do not share any storage in common.

Given how complicated the semantic equations in Figure 6 are, the following theorem, whose proof can be found in [SRW95], is reassuring:

**Theorem 4.9 (Correctness Theorem)** For every control-flow graph vertex \(v, \alpha(e(v)) \subseteq SG_v\).

### 4.4 What the Analysis Algorithm Achieves and Why

The abstract interpretation defined in Section 4.3 yields a new shape-analysis algorithm for finding out information about the possible “shapes” that heap-allocated structures in a program can take on. For certain programs — including ones in which a significant amount of destructive updating takes place — this algorithm is able to verify shape-preservation properties. Examples of such properties include: (i) when the input to the program is a list, the output is (still) a list; (ii) when the input to the program is a tree, the output is (still) a tree; and (iii) when the input to the program is a possibly circular list, the output is a possibly circular list. For instance, we are able to conclude from the information reported by the algorithm about the list-reversal program that “list-ness” is preserved (see Figure 7).

The algorithm is also able to determine that:

- “list-ness” is preserved by the list-insert program given in Figure 8 (which searches a list and splices a new element into the list).
- “circular list-ness” is also preserved by the list-insert program. More precisely, if at the beginning of the insert program \(x\) is a possibly cyclic list of length \(\geq 1\) (see Figure 5(c)), then at the end of the program, \(x\) is a possibly cyclic list of length \(\geq 2\) (see Figure 5(d)). (For details, see [SRW95, Appendix B].)

It is instructive to consider the main reasons why the shape-analysis algorithm is able to produce accurate information about the list-reversal program. In analyzing this program, the key issue is: “How does the algorithm keep the \(y\) list separate from the \(x\) list?” There are two aspects of the algorithm that contribute to the successful handling of this problem.

**Cutting the list.** The more clear-cut aspect is the removal of \(y\)’s \(cdr\) selector-edges by \(y.\, cdr := \text{nil}\) via strong nullification in the transition from block \(v_{11}\) to block \(v_{12}\) in Figure 7. This cuts the \(y\) list at the head, separating the first element, \(n_1(y)\), from the tail, which \(x\) and \(t\) point to.

**Materialization of \(n_{11}\) from summary-node \(n_0\).** Equally important is the way the algorithm handles the advancement of \(t_1\) down the list by \(t_1 := x.\, cdr\) in the transition from \(v_8\) to \(v_9\). At \(v_8\), \(x.\, cdr\) points to \(n_0\); however, the node-materialization operation causes a **new non-summary shape-node, \(n_{11}\)**, to be materialized out of \(n_0\).\(^4\)

In the shape analysis of the list-reversal program, there is a crucial interaction between these two aspects. Suppose, for example, that in the transition between blocks \(v_8\) and \(v_9\) shape-node \(n_{11}\) was not materialized out of summary-node \(n_0\), but instead variable \(t_1\) was merely set to point to \(n_0\). At \(v_{11}\), variables \(t_1\) and \(x\) would then both point to \(n_0\).\(^4\)

\(^4\)Interestingly, we refer to \(n_0\) as the “primordial soup”, and the process of materializing a node such as \(n_{11}\) from \(n_0\) as “feeding a node out of the soup”.
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The removal of y's cdr selector-edges in the transition from v11 to v12 would still separate the node that y points to (nz) from the list pointed to by x and t1 (which in this case is n0). However, the very next transition, from v12 to v2, would set y's cdr field to t, whose cdr field points to n0, which is what x points to. At this stage, the two lists are no longer known to be separate lists.

Note how differently things turn out when n1 is materialized from n0 in the transition from v8 to v9: At v12, t1 and x point to n1, and thus in the transition from v12 to v2 when y's cdr field is set to t, whose cdr field points to n0, x does not point to n0. Although n0 occurs in both the tail of x and the tail of y, because isshared(n0) = false we know that the two lists cannot share any storage in common; that is, x and y must point to disjoint acyclic lists.

The two operations discussed above — cutting a list and advancing a pointer down a list — are two of the four main operations of most list-manipulation algorithms. The third and fourth common list-manipulation operations — splicing a new element into a list and removing an element from a list — can, in many cases, be handled accurately by our shape-analysis algorithm, even if shape-nodes temporarily become shared! (This is not illustrated by the list-reversal program, but is discussed in the next paragraph.) This points up the strength of our approach: Our algorithm handles all four of the basic list-manipulation operations with a remarkable degree of precision — as well as similar tree- and circular-list-manipulation operations.

Let us now turn to the issue of how information in shape-node names can sometimes be used to reset a shape-node's sharing information from true to false. This ability is the main reason why our algorithm is able to determine that the list-insert program of Figure 8 preserves both list-ness and "circular list-ness".

This situation arises in the list-insert program at vertices v11, v12, and v13 of the control-flow graph, where the new element is spliced into the list. (We assume that at the beginning of the program shown in Figure 8, x points to an unshared list of length 1 or more and e points to the new element to be inserted.) The key step is the transition from v11: y.cdr := nil to v12: In the immediately preceding transition, from v11 to v12 (see Figures 9(a) and 9(b)), e.cdr is assigned the value t, which adds a new selector-edge into n1 and causes isshared(n1) to be set to true in the shape-graph for v12.

In the SSG transformer given in Figure 6 that covers the case of assignments of the form y.cdr := nil, information in shape-node names is used to reset the sharing information. In particular, n1 meets none of the three conditions for isshared to be true at vertex v13 and so isshared(n1) is reset to false at v13. (See Figure 9(c).)

Remark. It is interesting to note that if the assignment at v12 were e.cdr := nil, rather than y.cdr := nil, isshared(n1) would be reset to false at v13, even though there would be two incoming selector-edges to n1: (n1, y, cdr, n1) and (n1, x, y, cdr, n1). This is consistent with the concrete semantics because the shape-node names n1, y, and x, y tell us that (n1, y, cdr, n1) and (n1, x, y, cdr, n1) are "incompatible". Because (x, y) ∩ (y, z, y) = φ, we know that n1 and n1 do not represent nodes that co-exist in any DSG. This explains condition (b) in the y.cdr := nil case of Figure 6.

5 Extensions

5.1 Merging Shape Nodes

The number of shape-nodes in an SSG is bounded by 2^|var|, unfortunately, for some pathological programs the number of shape-nodes can actually grow to be this large (although our limited experience to date suggests that this is unlikely to arise in practice). It is possible to overcome this problem by making use of a widening operator that merges selected shape-nodes. By this means, we can guarantee that a fixed point of Equation (1) of Section 4.3 can be found in polynomial time; the widening operator simply has to be applied whenever necessary to limit the cardinality of shape-node name sets to some chosen constant. (This is similar in spirit to k-limiting [JM81], but is likely to produce more accurate results because limiting the cardinality of name sets still preserves most of the structural information about the graph.) Details can be found in [SRW95].
5.3 Interprocedural Analysis

Our method can also be extended to handle procedure calls in a conservative way. Two fundamental problems need to be resolved:

- Representing multiple occurrences of the same local variable in (mutually) recursive procedures.
- Accounting for the different calling contexts in which a procedure can occur.

To approximate the local variables of recursive calls, we introduce an extra variable $\mathcal{P}$ for every local variable $x$. Variable $\mathcal{P}$ is used as a representative for all copies of $x$ in other scopes. Shape-nodes whose name sets contain only barred variables are a new kind of "summary node". Like $n_{\phi}$, they can represent multiple runtime locations from a single procedure. Using these ideas, we have extended the abstract semantics to handle procedure calls and returns.

The second problem can be resolved using one of the known interprocedural techniques of Sharir and Pnueli [SP81]. For example, a simple conservative solution is to consider a procedure call as a goto to the called procedure and a return from a procedure $P$ as a goto to all the statements that follow an invocation of $P$. A more accurate solution can be determined by tabulating a "shape-graph-transformation" function for each procedure.

5.4 Representing Definitely Circular Structures

In the SSGs defined in Section 4.1, there are no elements that represent the fields of nodes that point to atoms or $\mathsf{nil}$ (or are uninitialized). One consequence of this is that the shape-analysis algorithm is only able to determine rather weak "data-type" properties. As pointed out in Example 4.6, when the algorithm reports that a variable points to a circular list, it may actually point only to a non-circular list. That is, the type "circular list" really means "possibly circular list".

By introducing three additional nodes, $n_{\mathsf{atom}}$, $n_{\mathsf{nil}}$, and $n_{\mathsf{undefined}}$, much more accurate type properties can be obtained in many cases. We impose the invariants on SSGs that all fields of shape-nodes have at least one outgoing selector-edge (possibly to $n_{\mathsf{atom}}$, $n_{\mathsf{nil}}$, or $n_{\mathsf{undefined}}$). The consequence of this refinement is that this modified domain of SSGs is capable of representing definitely cyclic data structures.

For example, with this extension the SSG shown in Figure 5(d) represents a definitely cyclic list of length $\geq 2$ (modulo the absence of edges from the car fields to $n_{\mathsf{atom}}$ in the two shape-nodes); Figure 5(e) represents a definitely cyclic list of length $\geq 1$; and Figure 5(f) represents a possibly cyclic list of length $\geq 1$. inserting just before $v$. Second, we apply our shape-analysis algorithm. Third, we look in the SSG computed for vertex $v$ to see if $t_1$ and $t_2$ may be aliases.

We can also use this approach to determine if there is possible sharing between components of two heap-allocated data structures, which is precisely the kind of information needed to be able to compile programs to take advantage of coarse-grained parallelism. (See [SRW95].)
6 Related Work

The shape-analysis problem was originally investigated by Reynolds for a Lisp-like language with no destructive updating [Rey68]. Reynolds treated the problem as one of simplifying a collection of set equations. A similar shape-analysis problem, but for an imperative language supporting non-destructive manipulation of heap-allocated objects, was formulated independently by Jones and Muchnick, who treated the problem as one of solving (i.e., finding the least fixed-point of) a collection of equations using regular tree grammars [JM81].

In that same paper, Jones and Muchnick also began the study of shape analysis for languages with destructive updating. To handle such languages, they formulated an analysis method that associates program points with sets of finite shape-graphs. To guarantee that the analysis terminates for programs containing loops, the Jones-Muchnick approach limits the length of acyclic selector paths by some chosen parameter k. All nodes beyond the “k-horizon” are clustered into a summary node. The k-limiting approach has two inherent drawbacks:

- The analysis yields poor results for programs that manipulate elements beyond the k-horizon. For example, in the list-reversal program of Figure 1, little useful information is obtained. The analysis algorithm must model what happens when the program is applied to lists of length greater than k. However, the tail of such a list will be treated (conservatively) as an arbitrary, and possibly cyclic, data structure.
- The analysis may be extremely costly because the number of possible shape-graphs is doubly exponential in k.

In addition to Jones and Muchnick’s work, k-limiting has also been used in a number of subsequent papers (e.g., [HPR99]).

Whereas Jones and Muchnick use sets of shape-graphs (in [JM81]), our work follows Jones and Muchnick [JM82], Larus and Hilfinger [LH88, Lar89], Chase, Wegman, and Zadeck [CZW90], and Stransky [Str92] who developed shape-analysis methods that associate each program point with a single shape-graph. The use of a single shape-graph is possibly less accurate than a method based on sets of graphs, but it leads to more compact representations, and thus is more likely to lead to a practical shape-analysis algorithm.

Jones and Muchnick [JM82], Chase, Wegman, and Zadeck [CZW90], and Stransky [Str92] present similar methods in which the shape-nodes correspond to a program’s allocation sites. These methods are more efficient than the methods discussed earlier, both from a theoretical perspective [CZW90] and from an implementation perspective [AW93].

The algorithm presented by Chase, Wegman, and Zadeck is based on the following ideas:

- Sharing information in the form of heap reference counts (using 0, 1, and ∞) is used to characterize shape-graphs that represent list structures.  
- Several heuristics are introduced to allow several shape-nodes to be maintained for each allocation site. 
- When x.sel0 is assigned to and x.sel0 points to a shape-node that represents a unique run-time location, the sel0 selector-edges emanating from the shape-node that x points to are overwritten (a so-called “strong update”).

The Chase-Wegman-Zadeck algorithm is able to identify list-preservation properties in some cases; for instance, it can determine that a program that appends a list to a list preserves “list-ness”. However, as noted by Chase, Wegman, and Zadeck, allocation-site information alone is insufficient to determine interesting facts in many programs. For example, it cannot determine that “list-ness” is preserved for either the insert program or the reverse program. In particular, in the reverse program, the Chase-Wegman-Zadeck algorithm reports that y points to a possibly cyclic structure and that the structures that x and y point to possibly share elements in common.

There are two major technical differences between our algorithm and the Chase-Wegman-Zadeck algorithm that lead to the improvements in accuracy obtained by our algorithm:

“Strong Nullification” For an assignment x.sel0 := y, the Chase-Wegman-Zadeck method ordinarily performs a “weak update” (i.e., selector-edges emanating from what x points to are accumulated). It performs a strong update only under certain specialized conditions.

In our algorithm, because of the Normalization Assumptions of Section 2.1, an assignment statement x.sel0 := y is transformed into two statements: x.sel0 := nil, followed immediately by x.sel0 := y. When our algorithm processes the first of these statements, it (always) removes the sel0 edges emanating from what x points to. We have called this operation “strong nullification”, by analogy with “strong update”. When the algorithm processes the second statement, it introduces sel0 edges that emanate from the shape-node that x points to. Taken together, the effect is to overwrite the sel0 edges emanating from the shape-node that x points to — in other words, for a statement in the original program of the form x.sel0 := y, our algorithm always performs a strong update.

Example. In SG3 of Figure 4, n(x) · n(y) · and n(z,y) are separate nodes. Because n(z,y) represents only run-time locations that are pointed to by both x and y, it is safe for the abstract semantics to perform a strong nullification to n(z,y) (see SG4). □

The reason why it is possible for our algorithm to perform strong nullifications (and hence strong updates) is because each abstract assignment operation of the abstract semantics creates an SSG that conservatively covers all the possible new configurations of variable sets whose members all point to the same run-time location. This is called an SSG shape-node. If x is in the name of an SSG shape-node n, then n represents a DSG node whose sel0 field will definitely be overwritten.

Materialization In an assignment statement of the form x := y.sel0, our algorithm materializes new shape-nodes that conservatively cover all the possible new configurations of variable sets whose members all point to the same run-time location. For example, when y.sel0 points to n, our algorithm materializes a new node n(z) out of n0. Furthermore, if is_shared(n0) = false, this information is used to exclude both of the two possible selector-edges from n0 to n(z).
In programs that use a loop containing an assignment \( x := x \cdot \text{dr} \) to traverse an unshared linked list, this technique permits our method to determine that \( x \) points to an unshared list element on every iteration. For instance, this occurs in the transition from block \( v_8 \) to block \( v_9 \) in Figure 7. As explained in Section 4.4, the materialization of \( n_{14} \) in block \( v_9 \) is one of the key aspects of our algorithm that allows it to determine that the list-reversal program preserves “list-ness”.

The Chase-Wegman-Zadeck algorithm lacks a node-materialization operation (although they did recognize that the lack of one was a stumbling block to the accuracy of their method [CWZ90, pp. 309]).

Chase, Wegman, and Zadeck use reference-count values 0, 1, and \( \infty \), whereas we use a Boolean-valued \( \text{is}\_\text{shared} \) value. However, this does not represent a significant difference because in our SSGs the selector-edges allow recovering the distinction between 0 (no incoming edges) and 1 (at least one incoming selector-edge, but \( \text{is}\_\text{shared} = \text{false} \)).

Our method has been presented within the framework of abstract interpretation, which allows us to prove that the algorithm obtained is conservative with respect to the concrete semantics. Chase, Wegman, and Zadeck give only informal arguments about the correctness of their algorithm. Because of several ad hoc features of the Chase-Wegman-Zadeck method, several changes would be necessary to re-formulate it as an abstract interpretation. For instance, the rules they give for the “join” operation are complicated by the fact that the result of “joining” two shape-graphs depends on the program point at which the operation is applied. (For this reason, “join” is a misnomer in the lattice-theoretic sense.) In contrast, our join operation, which is essentially graph union, is the join operation in the lattice of SSGs defined in Section 4.1.

Larus and Hilfinger [LH88, Lar89] devised a shape-analysis algorithm that is based on somewhat different principles from the aforementioned work. As with our algorithm, shape-nodes are labeled with some auxiliary information. At first glance, their node-labeling scheme appears to be more general than ours. Whereas we use a set of variables to label each node, they use a regular expression (limited to be no longer than some chosen constant \( k \)) representing pointer-access paths that may lead to an instance of the node. However, their shape-node labels do not add any information to their representation because the pointer-access expressions can always be reconstructed from the graph stripped of node labels. In contrast, our labels — which in some sense represent regular expressions of length-1 — do contribute essential information to our representation: When \( x \) is in the variable-set of shape-node \( m_X \), we know that a strong nullification (and hence a strong update) can be performed on the selector-edges emanating from \( m_X \).

It is possible that it would be worthwhile to extend our technique to use more complicated shape-node names of the kind that Larus and Hilfinger use. However, on many interesting examples, even with our “length-1 labels”, our algorithm achieves greater accuracy than the Larus-Hilfinger algorithm does, no matter what value of \( k \) is chosen: For example, the Larus-Hilfinger algorithm is not able to determine that programs such as the list-reversal and list-insert programs preserve “list-ness”.

There are also several algorithms for finding may aliases that are not based on shape-graphs. The most sophisticated ones are those of Landi and Ryder [LR91] and Deutsch [Deu94]. Deutsch’s algorithm is particularly interesting because, for certain programs that manipulate lists, it offers a way of representing the exact (infinite set of) may aliases in a compact way. It can be shown that Deutsch algorithm yields may-alias information for the list-reversal program that is equivalent to that produced by the algorithm of Section 4.1. However, both the Landi-Ryder and Deutsch algorithms do not determine that either “list-ness” or “circular list-ness” is preserved by the insert program of Figure 9. The reason is that due to the lack of a strong-nullification operation, these algorithms cannot infer that the assignment \( y \cdot \text{dr} := \text{nil} \) in the program shown in Figure 8(b) cuts the list pointed to by \( x \) (see Figures 9(b) and (c)). We do not mean to imply that our method dominates the Landi-Ryder and Deutsch algorithms; there exist programs in which the Deutsch algorithm is more accurate than our algorithm.

A different approach was taken by Hendren, who designed an algorithm that handles only acyclic data structures [HN90, Hen90]. Because of the choice to work with programs that only manipulate acyclic structures, the algorithm does not have to have a way of representing cycles conservatively. For this alias-analysis problem, she has given an efficient algorithm that manipulates matrices that record access paths that are aliased.

To the best of our knowledge, Hendren’s algorithm is the only algorithm besides ours that can detect that insertion of an element into a list (respectively, tree) preserves the list (tree) structure. However, by design, Hendren’s algorithm cannot determine such structure-preservation properties for programs that handle cyclic lists.

Myers presented an algorithm for interprocedural bit-vector problems that accounts for aliasing [Mye81]. Like our shape-analysis algorithm, his algorithm also keeps track of sets of aliased variables. He conjectured that in practice the sizes of the alias sets remain small. However, Myers’s work does not handle heap-allocated storage and destructive updating. Therefore, his algorithm is significantly simpler and he is even able to show that it is precise. In contrast, it is undecidable to give a precise solution to our problem, even in the absence of procedure calls [Lan92, Ram94].
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