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Abstract. This paper concerns the question of how to create abstractions that are useful for program analysis. It presents a method that refines an abstraction automatically for analysis problems in which the semantics of statements and the query of interest are expressed using logical formulas. Refinement is carried out by introducing new instrumentation relations (defined via logical formulas over core relations, which capture the basic properties of memory configurations). A tool that incorporates the algorithm has been implemented and applied to several algorithms that manipulate linked lists and binary-search trees. In all but a few cases, the tool is able to demonstrate (i) the partial correctness of the algorithms, and (ii) that the algorithms possess additional properties—e.g., stability or antistability.

1 Introduction

This paper presents a technique for automatically creating abstractions for use in program analysis. As in some previous work [12, 19, 5, 13, 16, 8, 9, 3, 4, 11], the technique involves the successive refinement of the abstraction in use. However, unlike previous work, the work presented in this paper is aimed specifically at programs that manipulate pointers and heap-allocated data structures.

The paper presents an abstraction-refinement method for use in static analyses based on 3-valued logic [20], where the semantics of statements and the query of interest are expressed using logical formulas. Refinement is performed by introducing new instrumentation relations (defined via logical formulas over core relations, which capture the basic properties of memory configurations). The algorithm presented here analyzes the sources of imprecision in the evaluation of the query, and chooses how to define new instrumentation relations using subformulas of the query.

In this setting, two related logics come into play: an ordinary 2-valued logic, as well as a related 3-valued logic. A memory configuration, or store, is modeled by what logicians call a logical structure; an individual of the structure’s universe either models a single memory element or, in the case of a summary individual, it models a collection of memory elements. A run of the analyzer carries out an abstract interpretation to collect a set of structures at each program point. This involves finding the least fixed point of a certain set of equations. When the fixed point is reached, the structures that have been collected at program point \(P\) describe a superset of all the execution states that can occur at \(P\). To determine whether a query is always satisfied at \(P\), one checks whether it holds in all of the structures that were collected there. Instantiations of this framework are capable of establishing nontrivial properties of programs that perform complex pointer-based manipulations of a priori unbounded-size heap-allocated data structures. The TVLA system (Three-Valued-Logic Analyzer) implements this approach [15, 2].

Summary individuals play a crucial role. They are used to ensure that abstract descriptors have an a priori bounded size, which guarantees that a fixed-point is always reached. However, the constraint of working with limited-size descriptors implies a loss of information about the store. Intuitively, certain properties of concrete individuals are lost due to abstraction, which groups together multiple individuals into summary individuals: a property can be true for some concrete individuals of the group but false for other individuals. It is for this reason that 3-valued logic is used; uncertainty about a property’s value is captured by means of the third truth value, 1/2.
An advantage of using 2- and 3-valued logic as the basis for static analysis is that the consistency of the 2-valued and 3-valued viewpoints is ensured by a basic theorem that relates the two logics [20]. Unfortunately, unless some care is taken in the design of an analysis, there is a danger that as abstract interpretation proceeds, the indefinite value 1/2 will become pervasive. This can destroy the ability to recover interesting information from the 3-valued structures collected (although soundness is maintained).

A key role in combating indefiniteness is played by instrumentation relations, which record auxiliary information in a logical structure. They provide a mechanism to fine-tune an abstraction: an instrumentation relation, which is defined by a logical formula over the core relation symbols, captures a property that an individual memory cell may or may not possess. In general, adding additional instrumentation relations refines the abstraction, defining a more precise analysis that is prepared to track finer distinctions among stores. This allows more properties of the program's stores to be identified.

The choice of formulas to be used as definitions of instrumentation relations is crucial to the precision, as well as the cost, of the analysis. Until now, TVLA users have been faced with the task of identifying an instrumentation-relation set that gives them a definite answer to the query, but does not make the cost prohibitive. This was arguably the key remaining challenge in the TVLA user-model.

The contributions of this work can be summarized as follows:

- It is a step towards automatically generating useful abstractions for static analyses based on 3-valued logic.
- Essentially all of the user-level obligations for which TVLA has been criticized in the past have been eliminated. The input required to specify a program analysis consists of
  - a program (at present, in the form of a transition system)
  - a query (i.e., a formula that characterizes the acceptable outputs)
  - a characterization of the program's allowable inputs.
- The technique has been implemented as an extension of TVLA.
- We present experimental evidence that the use of this approach in an iterative abstraction-refinement loop can yield precise answers to queries. We illustrate the technique by testing sortedness, stability, and antistability queries on a collection of programs that perform destructive list manipulation, as well as by testing partial correctness of two binary-search-tree algorithms.

As a methodology for verifying properties of programs, the advantages of the approach taken in the paper are:

- No loop invariants are required.
- No theorem provers are involved, and thus every refinement step must terminate.
- The method is based on abstract interpretation, and thus the entire process must terminate.
- The method applies to static analyses based on 3-valued first-order logic, and hence it applies to programs that manipulate pointers and heap-allocated data structures, and eliminates the need for the user to write the usual proofs required for abstract interpretation—i.e., to demonstrate that the abstract structures that the analyzer manipulates correctly model the concrete heap-allocated data structures that the program manipulates.

The remainder of the paper is organized as follows: §2 introduces terminology and notation. Readers familiar with TVLA can skip to §3, which illustrates our goals on the problem of verifying the partial correctness of a sorting routine. §4 describes a method
for iterative abstraction refinement and illustrates the method on the example of §3. §5 presents experimental results. §6 discusses related work.

2 Modeling and Abstracting the Heap with Logical Structures

```
typedef struct node {
    struct node *n;
    int data;
} *List;
```

<table>
<thead>
<tr>
<th>Relation</th>
<th>Intended Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>eq(v1, v2)</td>
<td>Do v1 and v2 denote the same memory cell?</td>
</tr>
<tr>
<td>q(v)</td>
<td>Does pointer variable q point to memory cell v?</td>
</tr>
<tr>
<td>n(v1, v2)</td>
<td>Does the n field of v1 point to v2?</td>
</tr>
<tr>
<td>dle(v1, v2)</td>
<td>Is the data field of v1 less than or equal to that of v2?</td>
</tr>
</tbody>
</table>

(a) (b) Table 1. (a) Declaration of a linked-list datatype in C. (b) Core relations used for representing the stores manipulated by programs that use type List.

This section summarizes the shape-analysis framework described in [20]. In this approach, concrete memory configurations or stores are encoded as logical structures (associated with a vocabulary of relation symbols with given arities) in terms of a fixed collection of core relations, C. Core relations are part of the underlying semantics of the language to be analyzed; they record atomic properties of stores. For instance, Tab. 1 gives the definition of a C linked-list datatype, and lists the relations that would be used to represent the stores manipulated by programs that use type List, such as the store in Fig. 1. 2-valued logical structures then represent memory configurations: the individuals are the set of memory cells; a nullary relation represents a Boolean variable of the program; a unary relation represents either a pointer variable or a Boolean-valued field of a record; and a binary relation represents a pointer field of a record. Numeric-valued variables and numeric-valued fields (such as data) can be modeled by introducing other relations, such as the binary relation dle (which stands for “data less-than-or-equal-to”) listed in Tab. 1; dle captures the relative order of two nodes’ data values. Alternatively, numeric-valued entities can be handled by combining abstractions of logical structures with previously known techniques for creating numeric abstractions [10]. Fig. 2 shows 2-valued structure S2, which represents the store of Fig. 1 (relations t[n], r[n, x], and c[n] are explained in §2.2).

Often only a restricted class of structures is used to encode stores; to exclude structures that cannot represent admissible stores, integrity constraints can be imposed. For instance, in program-analysis applications, a relation like x(v) of Tab. 1 captures whether pointer variable x points to memory cell v; x would be given the attribute “unique”, which imposes the integrity constraint that x can hold for at most one individual in any structure.

Let \( \mathcal{R} = \{eq, p_1, \ldots, p_n\} \) be a finite vocabulary of relation symbols, where \( \mathcal{R}_k \) denotes the set of relation symbols of arity \( k \) (and \( eq \in \mathcal{R}_2 \)). The set of 2-valued structures is denoted by \( \mathcal{S}_2[\mathcal{R}] \). The syn-
tax of first-order formulas with equality and reflexive transitive closure is defined as follows:

**Definition 1.** A formula over the vocabulary \( \mathcal{R} = \{ eq, p_1, \ldots, p_n \} \) is defined by

\[
\begin{align*}
p & \in \mathcal{R}_k & \varphi ::= 0 \mid 1 \mid p(v_1, \ldots, v_k) \\
v & \in \text{Variables} & \varphi \mid (\neg \varphi_1) \mid (\varphi_1 \land \varphi_2) \mid (\varphi_1 \lor \varphi_2) \mid (\exists v : \varphi_1) \mid (\forall v : \varphi_1) \\
& & (RTC \ v_1', v_2' : \varphi_1)(v_1, v_2)
\end{align*}
\]

The set of free variables of a formula is defined as usual. “RTC” stands for reflexive transitive closure. In \( \varphi \equiv (RTC \ v_1', v_2' : \varphi_1)(v_1, v_2) \), if \( \varphi_1 \)'s free-variable set is \( V \), we require \( v_1, v_2 \not\in V \). The free variables of \( \varphi \) are \( V - \{ v_1', v_2' \} \cup \{ v_1, v_2 \} \).

We use several shorthand notations: \( (v_1 = v_2) \equiv eq(v_1, v_2) \); \( (v_1 \neq v_2) \equiv \neg eq(v_1, v_2) \); \( (\varphi_1 \rightarrow \varphi_2) \equiv \neg \varphi_1 \lor \varphi_2 \); \( (\varphi_1 \leftrightarrow \varphi_2) \equiv \neg (\varphi_1 \lor \varphi_2) \land (\varphi_1 \lor \varphi_2) \); and for a binary relation \( p \), \( p^*(v_1, v_2) \equiv (RTC \ v_1', v_2' : p(v_1', v_2'))(v_1, v_2) \). The order of precedence among the connectives, from highest to lowest, is as follows: \( \neg, \land, \lor, \forall, \exists \).

**Definition 2.** A 2-valued interpretation over \( \mathcal{R} \) is a 2-valued logical structure \( S = (U^S, \iota^S) \), where \( U^S \) is a set of individuals and \( \iota^S \) maps each relation symbol \( p \) of arity \( k \) to a truth-valued function \( \iota^S(p) : (\mathcal{U}^S)^k \rightarrow \{0, 1\} \). In addition, (i) for all \( u \in U^S \), \( \iota^S(eq)(u, u) = 1 \), and (ii) for all \( v_1, v_2 \in U^S \) such that \( u_1 \) and \( u_2 \) are distinct individuals, \( \iota^S(eq)(v_1, v_2) = 0 \). An assignment \( Z \) is a function that maps variables to individuals (i.e., it has the functionality \( Z : \{ v_1, v_2, \ldots \} \rightarrow U^S \)).

The (2-valued) meaning of a formula \( \varphi \), denoted by \( [\varphi]^S_Z \), yields a truth value in \( \{0, 1\} \); it is defined inductively as shown in Fig. 3:

\[
\begin{align*}
[0]^Z &= 0 \\
[1]^Z &= 1 \\
[p(v_1, \ldots, v_k)]^Z &= \iota^S(p)(Z(v_1), \ldots, Z(v_k)) \\
[\neg \varphi]^Z &= 1 - [\varphi]^Z \\
[\exists v : \varphi]^Z &= \max_{u \in U^S} [\varphi]^Z(Z[v_1 \mapsto u]) \\
[\forall v : \varphi]^Z &= \min_{u \in U^S} [\varphi]^Z(Z[v_1 \mapsto u]) \\
[(RTC \ v_1', v_2' : \varphi_1)(v_1, v_2)]^Z &= \begin{cases} 
\max_{n \geq 1} \min_{\text{all} \ u_i, u_{n+1} \in U, Z(v_1) = u_i, Z(v_2) = u_{n+1}} [\varphi_1]^Z(Z[u_1 \mapsto u_i, u_2 \mapsto u_{n+1}]) & \text{if } Z(v_1) = Z(v_2) \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

Fig. 3. The (2-valued) meaning of a formula \( \varphi \).

\( S \) and \( Z \) satisfy \( \varphi \) if \( [\varphi]^S_Z = 1 \). The set of 2-valued structures is denoted by \( \mathcal{S}_2(\mathcal{R}) \).

### 2.1 Program Analysis Via 3-Valued Logic

In 3-valued logic, formulas are identical to the ones used in 2-valued logic. At the semantic level, a third truth value—1/2—is introduced to denote uncertainty.

**Definition 3.** The truth values 0 and 1 are **definite values**; 1/2 is an **indefinite value**. For \( l_1, l_2 \in \{0, 1/2, 1\} \), the **information order** is defined as follows: \( l_1 \sqsubseteq l_2 \Leftrightarrow l_1 = l_2 \) or \( l_2 = 1/2 \). The symbol \( \sqsubseteq \) denotes the least-upper-bound operation with respect to \( \sqsubseteq \).

**Definition 4.** A 3-valued interpretation over \( \mathcal{R} \) is a 3-valued logical structure \( S = (U^S, \iota^S) \), where \( U^S \) is a set of individuals and \( \iota^S \) maps each relation symbol \( p \) of
arity $k$ to a truth-valued function: $\iota^S(\varphi) : (U^S)^k \rightarrow \{0, 1, 2, 3\}$. In addition, (i) for all $u \in U^S$, $\iota^S(eq)(u, u) = 1$, and (ii) for all $u_1, u_2 \in U^S$ such that $u_1$ and $u_2$ are distinct individuals, $\iota^S(eq)(u_1, u_2) = 0$.

For an assignment $Z$, the (3-valued) meaning of a formula $\varphi$, denoted by $[\varphi]^S(Z)$, yields a truth value in $\{0, 1, 2, 3\}$. The meaning of $\varphi$ is defined exactly as in Defn. 2, but interpreted over $\{0, 1, 2, 3\}$. $S$ and $Z$ potentially satisfy $\varphi$ if $[\varphi]^S(Z) \supseteq 1$. The set of 3-valued structures is denoted by $S_3[\mathcal{R}]$.

An individual for which $\iota^S(eq)(u, u) = 1/2$ is called a summary individual. In the program-analysis context, a summary individual abstracts one or more fragments of a data structure, and can represent more than one concrete memory cell.

A concrete operational semantics is defined by specifying a structure transformer for each kind of edge $e$ that can appear in a CFG. A structure transformer is specified by providing a collection of relation-update formulas, $c_i(v_1, \ldots, v_k)$, one for each core relation $c$. These formulas define how the core relations of a logical structure $S$ that arises at the source of $e$ are transformed by $e$ to create a logical structure $S'$ at the target of $e$; typically, they define the value of relation $c$ in $S'$ as a function of $c$'s value in $S$. Edge $e$ may optionally have a precondition formula, which filters out structures that should not follow the transition along $e$. The postcondition operator $post$ for edge $e$ is defined by lifting $e$'s structure transformer to sets of structures.

The collecting semantics of a program corresponds to a postcondition operator of type $p(S_2) \rightarrow p(S_2)$. However, $p(S_2)$ is not suitable as an abstract domain; for instance, when the programming language being modeled supports allocation from the heap, the set of individuals that may appear in a structure is unbounded (or so large that it is the same from a practical point of view), and thus there is no a priori upper bound on the cardinality of elements of $p(S_2)$.

One can sidestep this problem by abstracting sets of 2-valued structures using 3-valued structures equipped with a suitable order [20]. A set of stores is then represented by a (finite) set of 3-valued logical structures.

**Definition 5.** Let $S = (U^S, e^S)$ and $S' = (U^{S'}, e^{S'})$ be two structures, and let $f : U^S \rightarrow U^{S'}$ be a surjective function. We say that $f$ embeds $S$ in $S'$ (denoted by $S \sqsubseteq^f S'$) if for every relation symbol $p \in \mathcal{R}_k$ and for all $u_1, \ldots, u_k \in U^S$, $\iota^S(p)(u_1, \ldots, u_k) \subseteq \iota^{S'}(p)(f(u_1), \ldots, f(u_k))$. We say that $S$ can be embedded in $S'$ (denoted by $S \sqsubseteq S'$) if there exists a function $f$ such that $S \sqsubseteq^f S'$.

The meaning of a formula is preserved by embedding in the following sense: if $S \sqsubseteq^f S'$, then every piece of information extracted from $S'$ via a formula $\varphi$ is a conservative approximation of the information extracted from $S$ via $\varphi$. To formalize this, we extend mappings on individuals to operate on assignments: if $f : U^S \rightarrow U^{S'}$ is a function and $Z : Var \rightarrow U^S$ is an assignment, $f \circ Z$ denotes the assignment $f \circ Z : Var \rightarrow U^{S'}$ such that $(f \circ Z)(v) = f(Z(v))$.

**Theorem 1. (Embedding Theorem [20, Theorem 4.9]).** Let $S = (U^S, e^S)$ and $S' = (U^{S'}, e^{S'})$ be two structures, and let $f : U^S \rightarrow U^{S'}$ be a function such that $S \sqsubseteq^f S'$. Then, for every formula $\varphi$ and assignment $Z$ that is defined on all free variables of $\varphi$, $[\varphi]^S(Z) \subseteq [\varphi]^S(f \circ Z)$.

To obtain a computable abstract domain, we need a way to ensure that the 3-valued structures used to represent memory configurations are always of finite size. We do this
by defining an equivalence relation between individuals, and considering the (finite) quotient structure with respect to this equivalence relation; in particular, each individual of a 2-valued logical structure (representing a concrete memory cell) is mapped to an individual of a 3-valued logical structure according to the vector of values that the concrete individual has for a user-chosen collection of unary abstraction relations:

**Definition 6 (Canonical Abstraction).** Let $S = (U, \iota) \in S_2$, and let $\mathcal{A} \subseteq \mathcal{P}_1$ be some chosen subset of the unary relation symbols. The relations in $\mathcal{A}$ are called abstraction relations; they define the following equivalence relation $\equiv_{\mathcal{A}}$ on $U$:

$$u_1 \equiv_{\mathcal{A}} u_2 \iff \forall p \in \mathcal{A}, \iota(p)(u_1) = \iota(p)(u_2),$$

and the surjective function $f_{\mathcal{A}} : U \to U/ \equiv_{\mathcal{A}}$, such that $f_{\mathcal{A}}(u) = [u]_{\equiv_{\mathcal{A}}}$, which maps an individual to its equivalence class.

The canonical abstraction of $S$ with respect to $\mathcal{A}$ is the structure $f_{\mathcal{A}}(S)$.

If all unary relations are abstraction relations ($\mathcal{A} = \mathcal{R}_1$), the canonical abstraction of 2-valued logical structure $S_2$ is $S_4$, shown in Fig. 4, with $f_{\mathcal{A}}(u_0) = u_0$ and $f_{\mathcal{A}}(u_1) = f_{\mathcal{A}}(u_2) = u$. $S_4$ represents all lists with two or more elements, in which the first element's data value is lower than the data values in the rest of the list.

The following graphical notation is used for depicting 3-valued logical structures:

- Individuals are represented by circles containing their names and values for unary relations (0 values are usually omitted).
- A summary individual is represented by a double circle.
- A unary relation $p$ corresponding to a pointer program variable is represented by a solid arrow from $p$ to the individual $u$ for which $\iota(p)(u) = 1$, and by the absence of a $p$-arrow to each node $u'$ for which $\iota(p)(u') = 0$. (If $\iota(p) = 0$ for all individuals, the relation name $p$ is not shown.)
- A binary relation $q$ is represented by a solid arrow labeled $q$ between each pair of individuals $u_i$ and $u_j$ for which $\iota(q)(u_i, u_j) = 1$, and by the absence of a $q$-arrow between pairs $u'_i$ and $u'_j$ for which $\iota(q)(u'_i, u'_j) = 0$.
- Binary relations with value 1/2 are represented by dotted arrows.

Canonical abstraction ensures that each 3-valued structure is no larger than some fixed size, known *a priori*. Moreover, a given formula is interpreted consistently in both the concrete domain (namely, $\varphi(S_2)$) and the abstract domain ($\varphi(S_3)$). Thanks to the Embedding Theorem, the meaning of the two interpretations is consistent with respect to the abstraction, although the value of a formula on an abstract structure $\alpha(S)$ may be less precise than its value on the concrete structure $S$. Consequently, for each kind of statement in the programming language, the structure transformers for the abstract semantics—and hence the abstract postcondition operator—can again be defined via a collection of formulas; in fact, the abstract transformers are defined by the same relation-update formulas that define the concrete semantics.

Abstract interpretation collects a set of 3-valued structures at each program point. It can be implemented as an iterative procedure that finds the least fixed point of a certain collection of equations on variables that take their values in $\varphi(S_3)$ [20].
2.2 Instrumentation Relations

The abstraction function on which an analysis is based, and hence the precision of the analysis defined, can be tuned by (i) choosing to equip structures with additional instrumentation relations to record derived properties, and (ii) varying which of the unary core and unary instrumentation relations are used as the set of abstraction relations. The set of instrumentation relations is denoted by $I$. Each relation symbol $p \in I \subseteq R_k$ is defined by an instrumentation-relation definition formula $\psi_p(v_1, \ldots, v_k)$. Instrumentation relation symbols may appear in the defining formulas of other instrumentation relations as long as there are no circular dependences.

<table>
<thead>
<tr>
<th>$p$</th>
<th>Intended Meaning</th>
<th>$\psi_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t[n](v_1, v_2)$</td>
<td>Is $v_2$ reachable from $v_1$ along $n$ fields?</td>
<td>$\text{true} (v_1, v_2)$</td>
</tr>
<tr>
<td>$r<a href="v">n, x</a>$</td>
<td>Is $v$ reachable from pointer variable $x$ along $n$ fields?</td>
<td>$\exists v_1 : x(v_1) \land t[n](v_1, v)$</td>
</tr>
<tr>
<td>$c<a href="v">n</a>$</td>
<td>Is $v$ on a directed cycle of $n$ fields?</td>
<td>$\exists v_1 : n(v_1, v) \land t[n](v_1, v_1)$</td>
</tr>
</tbody>
</table>

Table 2. Defining formulas of some commonly used instrumentation relations. There is a separate relation $r[n, x]$ for every program variable $x$. (Recall that $n^*(v_1, v_2)$ is a shorthand for $(\text{RTC} v_1', v_2' : n(v_1', v_2'))(v_1, v_2)$.)

The introduction of unary instrumentation relations that are then used as abstraction relations provides a way to control which concrete individuals are merged together into an abstract individual, and thereby control the amount of information lost by abstraction. Instrumentation relations that involve reachability properties, which can be defined using RTC (transitive closure), often play a crucial role in the definitions of abstractions. For instance, in program-analysis applications, reachability properties from specific pointer variables have the effect of keeping disjoint sublists summarized separately. This is particularly important when analyzing a program in which two pointers are advanced along disjoint sublists. Tab. 2 lists some instrumentation relations that are important for the analysis of programs that use type List.

We are sometimes interested in making assertions that compare the state of a store at the end of a procedure with its state at the start. For instance, we may be interested in checking that all list elements reachable from variable $x$ at the start of a procedure are guaranteed to be reachable from $x$ at the end. To allow the user to make such assertions, we double the vocabulary: for each relation $p$, we extend the program-analysis specification with a history relation, $p_0$, which serves as an indelible record of the state of the store at the entry point. We will use the term history relations to refer to the latter kind of relations, and the term active relations to refer to the relations from the original vocabulary. We can now express the property mentioned above:

$$\forall v : r_0[n, x](v) \leftrightarrow r[n, x](v).$$

(1)

If it evaluates to 1, then the elements reachable from $x$ after the procedure executes are exactly the same as those reachable at the beginning of the procedure, and consequently the procedure performs a permutation of list $x$.

In addition to history relations, we introduce a collection of nullary instrumentation relations that track whether active relations have changed from their initial values. For each active relation $p(v_1, \ldots, v_k)$, the relation $\text{same}[p]$ is defined by $\psi_{\text{same}[p]} = \forall v_1, \ldots, v_k : p(v_1, \ldots, v_k) \leftrightarrow p_0(v_1, \ldots, v_k)$. We can now use $\text{same}[r[n, x]]()$ in place of Formula (1) when asserting the permutation property.
From the standpoint of the concrete semantics, instrumentation relations represent cached information that could always be recomputed by reevaluating the instrumentation relation’s defining formula in the local state. From the standpoint of the abstract semantics, however, reevaluating a formula in the local (3-valued) state can lead to a drastic loss of precision. To gain maximum benefit from instrumentation relations, an abstract-interpretation algorithm should obtain their values in some other way; in particular, after a transition from structure $S$ to $S'$ via transformer $\tau$, the new value for an instrumentation relation $p$ should be computed incrementally from the known value of $p$ in $S$. An algorithm that uses $\tau$ and $p$’s defining formula $\psi_p(v_1, \ldots, v_k)$ to generate an appropriate incremental relation-maintenance formula $\mu_{p,\tau}$ is given in [18].

3 Example: Specifying and Verifying Sortedness

Given the static-analysis algorithm defined in the preceding section, to demonstrate the partial correctness of a procedure, the user must supply the following program-specific information:

- The procedure’s control-flow graph.
- A set of 3-valued structures that characterize the acceptable inputs.
- A query, i.e., a formula that characterizes the intended outputs.

The initial 3-valued structures are supplied to the analysis algorithm as the abstract value for the procedure’s entry point; the analysis algorithm is then run; finally, the query is evaluated on the structures that are generated at the exit point.

Consider the problem of establishing that the version of InsertSort shown in Fig. 5 is partially correct. Fig. 6 shows the three structures that characterize the set of stores in which program variable x points to an acyclic linked list. After running the analysis of InsertSort, we would check to see whether, for all of the structures that arise at the procedure’s exit node, the following formula evaluates to 1:

$$\forall v_1 : r[n, x](v_1) \rightarrow (\forall v_2 : n(v_1, v_2) \rightarrow dle(v_1, v_2)). \tag{2}$$

If the formula evaluates to 1, then the nodes reachable from x must be in non-decreasing order.

An astute reader will notice that a “sorting” procedure that always returns NULL will satisfy Formula (2) at the exit point! Thus, Formula (2) is only part of the specification of the post-condition of a correct sorting procedure. A second property required of a correct sorting procedure (as well as of many other procedures that manipulate sorted linked lists) is that the output list must be a permutation of the input list. This can be established by using Formula (1) (see §2).

Fig. 2 shows 2-valued structure $S_2$, in which the middle list node has a larger data-value than the other two nodes (one of the stores that this structure represents is shown in Fig. 1). Note that our (correct) implementation of insertion sort cannot produce the store of Fig. 1, and so $S_2$ is not an accurate representation of the stores that can arise at line [24] of Fig. 5. Given the structures shown in Fig. 6 as the abstract input structures, abstract interpretation collects 3-valued structure $S_3$ shown in Fig. 4 at line [24]. Note
that Formula (2) evaluates to $1/2$ on $S_4$. While the first list element is guaranteed to be in correct order with respect to the remaining elements — note the definite dle edge between the first node and the summary node — there is no guarantee that all list nodes represented by the summary node are in correct order. In particular, because $S_4$ represents $S_3$, it admits the store of Fig. 1 as a possible output. Thus, the abstraction that we used was insufficiently fine-grained to establish partial correctness of InsertSort. In fact, the abstraction is insufficiently fine-grained to separate the set of sorted lists from the set of lists not in sorted order.

In [14], Lev-Ami et al. used TVLA to establish the partial correctness of InsertSort. The key step was the introduction of instrumentation relation $inOrder[dle, n](v)$, which holds for nodes whose data-components are less than or equal to those of their $n$-successor; $inOrder[dle, n](v)$ was defined by:

$$inOrder[dle, n](v) \overset{def}{=} \forall v_1 : n(v, v_1) \rightarrow dle(v, v_1).$$  \hspace{1cm} (3)

The sortedness property was then stated as follows (cf. Formula (2)):

$$\forall v : r[n, x](v) \rightarrow inOrder[dle, n](v).$$  \hspace{1cm} (4)

After the introduction of relation $inOrder[dle, n]$, the 3-valued structures that are collected by abstract interpretation at the end of InsertSort describe all possible stores in which variable $x$ points to an acyclic, sorted linked list. In all of these 3-valued structures, Formulas (4) and (1) both evaluate to 1 (assuming, in the case of Formula (1), that instrumentation relation $r_0[n, x]$ was added to the analysis). Consequently, InsertSort is guaranteed to work correctly on all acceptable inputs.

4 Iterative Abstraction Refinement

In [14], instrumentation relation $inOrder[dle, n]$ was defined explicitly (by the TVLA user). Heretofore, there have really been two burdens placed on the TVLA user:

(i) he must have insight into the behavior of the program, and
(ii) he must translate that insight into logical notation by formulating appropriate instrumentation-relation definition formulas (e.g., Formula (3)).

The goal of the present paper is to automate the introduction of instrumentation relations, such as $inOrder[dle, n]$. In the case of InsertSort, the goal is to obtain definite answers when evaluating Formula (2) on the structures collected by abstract interpretation at line [24] of Fig. 5. Fig. 7 gives pseudo-code for our technique, the steps of which can be explained as follows:

- (Line [1]; §4.3) Use a data-structure constructor to compute the abstract input structures that represent all valid inputs to the program.
- Perform an abstract interpretation to collect a set of structures at each program point and evaluate the query on the structures at exit. If a definite answer is obtained on all structures, terminate. Otherwise, perform abstraction refinement:
  - (Line [6]; §4.1) Identify subformulas of the query that are responsible for the imprecision, and use them to define new instrumentation relations.
• (Line [7]; §4.2) Replace all occurrences of these subformulas in the query and in the definitions of other instrumentation relations with the use of the corresponding new instrumentation relation symbols, and apply finite differencing to obtain relation-maintenance formulas for the newly introduced instrumentation relations, as well as for those instrumentation relations whose definitions have been changed.

• (Line [8]; §4.3) Obtain the most precise possible values for the newly introduced instrumentation relations in abstract structures that define the valid inputs to the program. This is achieved by "reconstructing" the valid inputs by performing abstract interpretation of the data-structure constructor.

Because a query has finitely many subformulas, the number of abstraction-refinement steps is finite. Because, additionally, each run of the analysis explores a bounded number of 3-valued structures, the algorithm is guaranteed to terminate.

4.1 Instrumentation Relation Generation

A first attempt at abstraction refinement could be the introduction of the query itself as a new instrumentation relation. However, this usually does not lead to a definite answer to the query. For instance, with InsertSort, introducing the query as a new instrumentation relation is ineffective because no statement of the program has the effect of changing the value of such an instrumentation relation from 1/2 to 1.

However, as we saw in §3, the introduction of unary instrumentation relation inOrder[dle, n] allows the sortedness query to be established. When inOrder[dle, n] is present, there are several statements of the program where abstract interpretation results in new definite entries for inOrder[dle, n]. For instance, in lines [12]–[14] of Fig. 5, the insertion of the node pointed to by r (say u) before the node pointed to by 1, results in a new definite entry inOrder[dle, n](u).

An algorithm to generate new instrumentation relations should take into account the sources of imprecision. When evaluating the query, the algorithm can identify the subformulas that are responsible for the indefinite answer. These subformulas are good candidates to define new instrumentation relations. Fig. 9 presents function instrum, a recursive-descent procedure to generate defining formulas for new instrumentation relations. The arguments to the function are formula φ, logical structure S ∈ \( \mathcal{S}_0[\mathcal{R}] \), and an assignment \( \mathcal{Z} \) that is defined on all free variables of φ. In the top-level invocation, φ is the (nullary) query, \( \mathcal{Z} \) is empty, and \( S \) is a structure collected at the exit node by the last run of abstract interpretation for which \( [\phi]^{S}_3(\mathcal{Z}) = 1/2 \).

Input: the program's transition relation, a data-structure constructor, a query φ (a closed formula)

[1] Construct abstract input
[2] do
[3] Perform abstract interpretation
[4] Let \( S_1, ..., S_k \) be the set of 3-valued structures at exit
[5] if for all \( S_i \), \( \varphi \triangledown_3(()) \neq 1/2 \) break
[6] Find formulas \( \psi_{p_1}, ..., \psi_{p_k} \) for new instrumentation relations \( p_1, ..., p_k \)
[7] Refine the actions that define the program's transition relation
[8] Refine the abstract input
[9] while(true)

Fig. 7. Pseudo-code for iterative abstraction refinement.

Fig. 8. (a) Recursive-descent function instrum finds the subformulas of \( \varphi \) that can cause the 1/2 answer. (b) Example: V formula.
<table>
<thead>
<tr>
<th>$\varphi$</th>
<th>return value of $\text{instrum}(\varphi, S, Z)$</th>
<th>other actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0, 1$</td>
<td>ERROR</td>
<td></td>
</tr>
<tr>
<td>$1/2$</td>
<td>$\emptyset$</td>
<td></td>
</tr>
<tr>
<td>$v_1 = v_2$</td>
<td>$\emptyset$</td>
<td></td>
</tr>
<tr>
<td>$p(v_1, \ldots, v_k)$</td>
<td>$(p \in C) \land \emptyset : \text{instrum}(\psi_p, S, Z)$</td>
<td>$\text{if } (k = 1 \land p \notin \mathcal{A})$ $\mathcal{A} := \mathcal{A} \cup {p}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\neg \varphi_1$</th>
<th>$\text{instrum}(\varphi_1, S, Z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1 \lor \varphi_2$</td>
<td>$(\varphi \notin {\psi_p</td>
</tr>
<tr>
<td>$\varphi_1 \land \varphi_2$</td>
<td>$(\varphi \notin {\psi_p</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\exists v : \varphi_1$</th>
<th>$\cup ({\varphi_1}, \frac{1}{2} : \text{instrum}(\varphi_1, S, Z[v \mapsto u]) : \emptyset)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\forall v : \varphi_1$</td>
<td>$\cup ({\varphi_1}, \frac{1}{2} : \text{instrum}(\varphi_1, S, Z[u \mapsto v]) : \emptyset)$</td>
</tr>
</tbody>
</table>

| $\text{RTC} v_1, v_2 : \varphi_1$ | $(\varphi \notin \{\psi_p | p \in Z\}) ? \emptyset \cup (\{\varphi_1\}, \frac{1}{2} : \text{instrum}(\varphi_1, S, Z[v_1 \mapsto u_1, v_2 \mapsto u_2]) : \emptyset)$ |

**Fig. 9.** Function $\text{instrum}$, which looks for formulas to be used as definitions of new instrumentation relations.

A precondition of $\text{instrum}$ is that $[\varphi]_S^Z(Z) = 1/2$. Starting with this assumption, $\text{instrum}$ attempts to find subformulas of $\varphi$ that, if sharpened, would sharpen the value of the whole formula (see Figs. 8 (a) and (b)). If such subformulas are found, they will be used to define new instrumentation relations. Below are explanations of a few cases:

- $\text{instrum}(1, \ldots)$ This violates the precondition of $\text{instrum}$.
- $\text{instrum}(1/2, \ldots)$ Nothing can be done in this case.
- $\text{instrum}(p \in C, \ldots)$ If $p$ is unary and is not in the set of abstraction relations, add it to the set of abstraction relations.
- $\text{instrum}(p \in Z, \ldots)$ Try to sharpen the definition of $p$, i.e., $\psi_p$. Also, if $p$ is unary and is not in the set of abstraction relations, add it to the set of abstraction relations.
- $\text{instrum}(\varphi_1 \lor \varphi_2, \ldots)$ If $\varphi_1 \lor \varphi_2$ does not define an instrumentation relation, it will be used as the definition of a new instrumentation relation. Also, inspect $\varphi_1$ and $\varphi_2$ to find subformulas that can cause $\varphi$ to evaluate to $1/2$.
- $\text{instrum}(\exists v : \varphi_1, S, Z)$ If $\varphi_1$ does not define an instrumentation relation, it will be used as the definition of a new instrumentation relation. Also, inspect $\varphi_1$ under different bindings $v \mapsto u$ to find subformulas of $\varphi_1$ that can cause $\varphi$ to evaluate to $1/2$.

Each formula $\varphi$ returned by $\text{instrum}$ is given a name (say $q$) and used as the definition of a new instrumentation relation $q(v_1, \ldots, v_k)$, where $v_1, \ldots, v_k$ are the free variables of $\varphi$ (in order of their appearance in the formula). All new unary instrumentation relations are added as non-abstraction relations. However, they may be added to the set of abstraction relations $\mathcal{A}$ on a subsequent iteration (see column three of entry $p(v_1, \ldots, v_k)$ in Fig. 9, which handles core and instrumentation relations).

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{sorted}_1$</td>
<td>$\forall v_1 : (n, z)(v_1) \rightarrow (\forall v_2 : n(v_1, v_2) \rightarrow \text{die}(v_1, v_2))$</td>
</tr>
<tr>
<td>$\text{sorted}_2(v_1)$</td>
<td>$\forall z : (n, z)(v_1) \rightarrow (\forall v_2 : n(v_1, v_2) \rightarrow \text{die}(v_1, v_2))$</td>
</tr>
<tr>
<td>$\text{sorted}_3(v_1)$</td>
<td>$\forall v_2 : n(v_1, v_2) \rightarrow \text{die}(v_1, v_2)$</td>
</tr>
<tr>
<td>$\text{sorted}_4(v_1, v_2)$</td>
<td>$n(v_1, v_2) \rightarrow \text{die}(v_1, v_2)$</td>
</tr>
</tbody>
</table>

**Table 3.** Instrumentation relations created after the call to $\text{instrum}$. 
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Example. As we saw in §3, abstract interpretation collects 3-valued structure $S_4$ of Fig. 4 at the exit node of InsertSort. The sortedness query (Formula (2)) evaluates to 1/2 on $S_4$, triggering a call to instrum with Formula (2), structure $S_4$, and empty assignment $Z$, as arguments.

Tab. 3 shows the instrumentation relations that were created as a result of the call to instrum on the first iteration of abstraction refinement. Note that $sorted_3$ is defined exactly as $inOrder[dle, n]$, which was the key insight for the results of [14]. Note also that instrum returned no subformulas of the definition of $r[n, x]$. This is because $r[n, x](u)$ evaluates to a definite value (1) for both $u \mapsto u$ and $u \mapsto u_0$ (see Fig. 4).

4.2 Refinement of the Actions that Define the Program’s Transition Relation

The actions that define the program’s transition relation need to be modified to gain precision improvements from storing and maintaining the new instrumentation relations. To this end, for each new instrumentation relation $p(v_1, \ldots, v_k)$, the query and all other instrumentation relations’ defining formulas are scanned for occurrences of $\psi_p$. Every occurrence of $\psi_p\{w_1/v_1, \ldots, w_k/v_k\}$, i.e., $\psi_p$ with $w_i$ substituted for free variable $v_i$, is replaced with $p(w_1, \ldots, w_k)$, thus enabling the use of stored value $p(w_1, \ldots, w_k)$ in place of the evaluation of $\psi_p$.

To complete transition-relation refinement, finite differencing creates relation-maintenance formulas for the new instrumentation relations, as well as for those instrumentation relations whose definitions have been changed. This improves the precision with which relations’ stored values are maintained during abstract interpretation [18].

Example. During transition-relation refinement of InsertSort, the use of Formula (2) in the query is replaced with the use of the stored value $sorted_1()$. Then the definitions of all instrumentation relations are scanned for occurrences of $\psi_{sorted_1}, \ldots, \psi_{sorted_4}$ (in that order). These occurrences are replaced with names of the four relations. In this case, only the new relations’ definitions are changed, yielding the definitions of Tab. 4.

4.3 Refinement of the Abstract Input

Before performing abstract interpretation of the refined program, we need to update the abstract structures that characterize the acceptable inputs to the procedure with values for the new instrumentation relations. To gain maximum benefit from maintaining $p(v_1, \ldots, v_k)$, abstract interpretation needs to start with the most precise possible values for $p$ in abstract input structures. While simply evaluating $\psi_p$ on abstract input structures for all assignments to free variables $v_1, \ldots, v_k$ results in safe values, these values are likely to be imprecise.

We illustrate the issue on the stability property. This property usually arises in the context of sorting procedures, but actually applies to list-manipulating programs in general: the stability query (Formula (5)) asserts that the relative order of elements with equal data-components remains the same.

\[
\forall v_1, v_2 : (dle(v_1, v_2) \land dle(v_2, v_1) \land t_0[n](v_1, v_2)) \rightarrow t[n](v_1, v_2)
\] (5)

3 In our implementation, a given round of abstract interpretation is stopped as soon as imprecision is detected.
The first run of abstract interpretation on procedure \texttt{InsertSort} does not result in a definitive answer to the stability query. The first round of abstraction refinement then introduces the following subformula of Formula (5) as a new instrumentation relation:

\[ \text{stable}_2(v_1, v_2) \equiv (dle(v_1, v_2) \land dle(v_2, v_1) \land t_0[n](v_1, v_2)) \rightarrow t[n](v_1, v_2) \]  \hspace{1cm} (6)

Consider the rightmost structure of Fig. 6,\(^4\) which includes one concrete and one summary individual; call them \(u_c\) and \(u_s\), respectively. If we simply evaluate Formula (6) on the structure, we obtain the definite value 1 for tuples \((u_c, u_c), (u_c, u_s),\) and \((u_s, u_c)\). However, the evaluation yields value \(1/2\) for tuple \((u_s, u_s)\) because \(dle(u_s, u_s), t_0[n](u_s, u_s),\) and \(t[n](u_s, u_s)\) all equal \(1/2\).

Our methodology for obtaining values for abstract input structures is to perform an abstract interpretation on a loop that constructs the family of all valid inputs to the program (we call such a loop a Data-Structure Constructor, or DSC). This allows the values of instrumentation relations to be maintained (as input structures are manufactured from the empty store) rather than computed; in general, this results in more precise values for the instrumentation relations. Fig. 10 illustrates the idea.

The abstract interpretation of the DSC is performed using an extended vocabulary that contains the new instrumentation relation symbols. The 3-valued structures collected at the exit node of the DSC become the abstract input to the original procedure for the subsequent abstract interpretation of the procedure.

Note that history relations (such as \(t_0[n, x][t]\)) from §2) are intended to record the state of the store at the entry point to the procedure or, equivalently, at the exit from the DSC. To make sure that these relations have appropriate values, they are maintained in tandem with their active counterparts during abstract interpretation of the DSC. When abstract input refinement is completed, values of history relations are frozen in preparation for the abstract interpretation that is about to be performed on the procedure proper.

The \(\text{stable}_2\) instrumentation relation of Formula (6) exemplifies the benefits of the DSC methodology. The maintenance of \(\text{stable}_2, t[n], t_0[n],\) and other instrumentation relations starting from the empty store, allows us to conclude that \(\text{stable}_2\) has value \(1\) for every tuple of every abstract input structure to procedure \texttt{InsertSort} (and so the stability property holds initially).

A DSC is also used to automatically construct the abstract input structures before the first abstract interpretation (see line [1] in Fig. 7). This allows the user to specify the program's inputs in the form of a program, which frees the user from having to know the details of the initial abstraction in use.

\[^4\text{In that structure, all history relations, such as } t_0[n], \text{ have the same values as their active counterparts, but have been omitted from the figure for clarity.}\]
4.4 Success of Refinement for InsertSort

In all of the structures collected at the exit node of InsertSort by the second run of abstract interpretation, sorted(1) = 1. The permutation property also holds on all of the structures. These two facts establish the partial correctness of InsertSort. This process required one iteration of abstraction refinement, used a vanilla version of the specification, and needed no user intervention.

5 Experimental Evaluation

To evaluate the techniques presented in this paper, we extended TVLA to perform iterative abstraction refinement, and applied it to three types of queries and five programs (see Fig. 11). Besides InsertSort, the test programs included sorting procedures BubbleSort and InsertSort_{AS}, list-merging procedure Merge and in-situ list-reversal procedure Reverse.

The antistability query (Formula (7)) asserts that the order of elements with equal data-components is reversed. As before, this is only part of the specification of the desired property. It remains to assert that the produced list is a permutation of the input, which is accomplished using Formula (1).

$$\forall v_1, v_2 : (dle(v_1, v_2) \land dle(v_2, v_1) \land t_0[n](v_1, v_2)) \rightarrow t[n](v_2, v_1).$$  (7)

The DSCs that we used in our tests are programs to generate unsorted lists of arbitrary length, in the case of all programs but Merge. For Merge, the DSC is a program to generate pairs of unsorted lists.

<table>
<thead>
<tr>
<th>Test Program</th>
<th>sorted</th>
<th>sorted \wedge stable</th>
<th>sorted \wedge antistable</th>
</tr>
</thead>
<tbody>
<tr>
<td>BubbleSort</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>InsertSort</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>InsertSort_{AS}</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>Merge</td>
<td>1/2</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>Reverse</td>
<td>1/2</td>
<td>1</td>
<td>1/2</td>
</tr>
</tbody>
</table>

Fig. 11. Results from applying iterative abstraction refinement to the verification of properties of programs that manipulate linked lists. Columns 2, 3, and 4 correspond to the queries stated in Formulas (2), (5), and (7), respectively. sorted \wedge stable and sorted \wedge antistable are shorthands for conjunctions of Formulas (2) with (5) and (2) with (7), respectively. The two entries in bold are discussed in §5.1 and §5.2.

Indefinite answers are indicated by 1/2 entries. It is important to understand that most of the occurrences of 1/2 in Fig. 11 are the most precise correct answers. For instance, the result of applying Reverse to an unsorted list is usually an unsorted list; however, in the case that the input list happens to be in non-increasing order, Reverse produces a sorted list. Consequently, the most precise answer to the query is 1/2, not 0.

However, the two 1/2 entries shown in bold in Fig. 11 are not the desired answers: these are the stable and the sorted \wedge stable entries of InsertSort. These cases illustrate two reasons why our verification method is sometimes unable to obtain the most precise answer to the query, and are discussed below.

---

5 InsertSort_{AS} is identical to InsertSort except that it uses \geq instead of > in line [10] of Fig. 5 (i.e., when looking for the correct place to insert the current node). This implementation of insertion sort is antistable.
5.1 Shortcomings of a Subformula-Based Refinement Strategy

Procedure InsertSort consists of two nested loops (see Fig. 5). The outer loop traverses the list, setting pointer variable r to point to list nodes. For each iteration of the outer loop, the inner loop finds the correct place to insert r's target, by traversing the list from the start using pointer variable l; r's target is inserted before l's target when l->data > r->data. Because InsertSort satisfies the invariant that all list nodes that appear in the list before r's target are already in the correct order, the data-component of r's target is less than the data-component of all nodes ahead of which r's target is moved. Thus, InsertSort preserves the original order of elements with equal data-components, and InsertSort is a stable routine.

Any approach must be incapable of establishing that some true properties hold for certain programs. This example demonstrates where our present techniques fall short. Our current abstraction-refinement strategy only considers subformulas of the query when it introduces new instrumentation relations. Thus, when verifying the stability of InsertSort, only subformulas of Formula (5) are considered. As a result, the sortedness invariant stated above can never be observed, and (when attempting to verify stable alone) TVLA is unable to establish that InsertSort is stable.

At present, in such cases, it is possible to let the user suggest additional formulas to be used as the source for new instrumentation relations. Looking to the future, our tool provides a framework in which different strategies for generating instrumentation relations for abstraction refinement can be explored. Our next step in this direction will be to use the weakest-precondition transformation as a method to generate new instrumentation relations.

It is instructive to contrast this example with the verification of antistability of InsertSort.AS. When looking for a place to insert r's target, this routine stops when l->data >= r->data and inserts r's target before l's target. The analysis need not establish anything about sortedness properties to observe that every list node is inserted before any other node with the same data-value. Once the appropriate instrumentation relations are introduced based on subformulas of the antistability query, TVLA is able to establish antistability of InsertSort.AS, even in the absence of the sortedness query.

5.2 Imprecision in Abstract Interpretation

When verifying the conjunction of the stability and sortedness queries on InsertSort, we allow iterative abstraction refinement to introduce subformulas of both Formulas (2) and (5). As a result, after some iterations, the analysis has established the invariant that nodes appearing in the list before r's target are in correctly sorted order.

Just prior to the insertion of r's target before l's target, this invariant should allow the analysis to establish that the data-component of l's target is less than or equal to the data-component of all nodes between it and r's target. In addition, because l->data > r->data, the data-component of r's target is not equal to the data-component of those nodes, and the insertion preserves stability. However, the analysis is only able to conclude that the data-component of l's target is possibly less than or equal to the data-component of all nodes between it and r's target. With manual intervention—accomplished in TVLA via the addition of a focus formula or a constraint [20]—it is possible to overcome the imprecision, allowing TVLA to verify the stability of InsertSort.

The real source of the problem is that the abstract transformers created by TVLA are only an approximation of the best abstract transformer [7]. Some on-going work is exploring ways to incorporate best transformers into TVLA [22].
5.3 Performance

Fig. 12 gives execution times that were collected on a 3Ghz Linux PC with 4Gb of RAM. The longest-running analysis, which verifies that BubbleSort is partially correct, i.e., produces a sorted list, and is stable takes under 6 minutes. The majority of the analyses take less than a minute. These numbers are very close to how long it takes to verify the sortedness query when the user carefully chooses the right instrumentation relations [14]. The maximum amount of memory used by TVLA to perform the analyses varied from just under 2 megabytes to 17.5 megabytes.\footnote{Sortedness is the only query in our set to which TVLA has been applied before this work.}

5.4 Additional Experiments

We performed three additional experiments to test the applicability of our technique to other queries and data structures. The first experiment successfully verified that the in-situ list-reversal procedure Reverse indeed produces a list that is the reversal of the input list. The query that expresses this property is $\forall v_1, v_2 : n(v_1, v_2) \leftrightarrow n_0(v_1, v_2)$. This experiment took only 5 seconds and used less than 2 megabytes of memory.

The second and third experiments involved two programs that manipulate binary-search trees. InsertBST inserts a new node into a binary-search tree, and DeleteBST deletes a node from a binary-search tree. For both programs our technique successfully verified the query that the nodes of the tree pointed to by variable $t$ remain in sorted order at the end of the programs:

$$
\forall v_1 : r[t](v_1) \rightarrow (\forall v_2 : (left(v_1, v_2) \rightarrow dele(v_2, v_1)) \land (right(v_1, v_2) \rightarrow dele(v_1, v_2))).
$$

The initial specification for the analyses included only three standard instrumentation relations, similar to those listed in Tab. 2. Relation $r[t](v_1)$ from Formula (8), for example, distinguishes nodes in the (sub)tree pointed to by $t$. The DSC used for the analyses non-deterministically constructed a binary-search tree by allocating one new node at a time and inserting it into the tree while maintaining the order property stated in Formula (8). The InsertBST experiment took 30 seconds and used less than 3 megabytes of memory, while the DeleteBST experiment took approximately 10 minutes and used 37 megabytes of memory.

6 Related Work

The work reported here is most similar in spirit to counterexample-guided abstraction refinement [12, 19, 5, 13, 16, 8, 9, 3, 4, 11]. If a counterexample to the query being verified is found by an analysis equipped with such a technique, the analysis tests whether the counterexample is spurious. If so, new relations that guarantee the elimination of the counterexample are introduced. The analysis is then repeated.

Counterexamples are finite traces through the state graph. The SLAM toolkit [1] implementation uses symbolic execution of the path via the strongest postcondition mechanism to determine whether a counterexample is spurious. If it is, symbolic execution

\footnote{TVLA is written in Java. Here we report the maximum of total memory minus free memory, as returned by Runtime.}
can also be used to identify a new abstraction relation that can eliminate the counterexample. In hardware verification (e.g., [5]), the unabstracted system is finite-state, so the counterexample trace can be tested for spuriousness on the actual system. A spurious counterexample can then be used to minimally refine the system to avoid encountering the same counterexample on a subsequent iteration.

A key difference between our setting and that explored in prior work is the abstraction domain. All abstraction-refinement work to date has used abstract domains that are fixed, finite, Cartesian products of Boolean values. (The use of such domains is known as predicate abstraction.) In predicate abstraction, the only relations introduced are nullary relations. Designing an abstraction-refinement technique in which the abstract states are described by 3-valued logical structures, rather than Boolean vectors, calls for a different approach. Our work lifts the predicate-abstraction approach to a more general setting; in particular, the abstraction-refinement algorithm described in this paper will introduce unary, binary, ternary, etc. relations, in addition to nullary relations. This capability is needed for the refinement algorithm to gain the full benefits of the richer class of abstractions that TVLA supports.

In [17], weakest preconditions are used to generate nullary instrumentation relations, which are then generalized manually. The abstract-interpretation technique presented there produces precise results if it terminates, but is not guaranteed to terminate for all cases. In contrast, our method is guaranteed to terminate, and automatically generates interesting non-nullary relations, such as the unary relation $inOrder[dlc, n](v)$, which is crucial for showing sortedness and stability.

The concept of a data-structure constructor, which non-deterministically constructs all valid inputs to the program, can be thought of as a mechanism for closing open programs, and hence is related to such work as [6] and [21].
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