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Abstract

We study parallel algorithms for the minimum spanning tree problem, based on the sequential algorithm of Borůvka. The target architectures for our algorithm are asynchronous, distributed-memory machines.

Analysis of our parallel algorithm, on a simple model that is reminiscent of the LogP model, shows that in principle a speedup proportional to the number of processors can be achieved, but that communication costs can be significant. To reduce these costs, we develop a new randomized linear work pointer jumping scheme that performs better than previous linear work algorithms. We also consider empirically the effects of data imbalance on the running time. For the graphs used in our experiments, load balancing schemes result in little improvement in running times.

Our implementations on sparse graphs with 64,000 vertices on Thinking Machine's CM-5 achieve a speedup factor of about 4 on 16 processors. On this environment, packaging of messages turns out to be the most effective way to reduce communication costs.
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1 Introduction

A dominant emerging parallel architecture consists of a collection of fast processors, connected by a robust communication network [CKP+93, Sni93]. Properties of this type of architecture include a distributed memory, partitioned among processors whose interprocessor communication cost is rather high compared with the computation cost. Examples already available include the TMC CM-5 [Joh93], Meiko CS-2 [Row93], Cray T3D [OW93] and the IBM SP-1 [Sni93].

In this paper, we describe our experience with design and implementation of parallel algorithms for the minimum spanning tree problem. We are interested in the case that the number of processors $p$ is much less than the size of the graph, and the graph is distributed among the processors. Our algorithms are based on the classical sequential algorithm of Borůvka [Bor26], which is considered to be "well suited for parallel computation" [Tar83]. Using a simple performance model, together with measurements of implementations on Thinking Machine's CM-5, we analyze and compare alternative implementations.

Briefly, our conclusions are as follows. In principle, a speedup proportional to $p$ can be achieved, but a simple analysis points to two primary sources of slowdown, in addition to the penalty for communication. One arises in the use of pointer jumping, which is less efficient than the sequential technique of depth first search, and is very communication intensive. The other is due to imbalance in the distribution of data, and hence work, among processors. To address the first problem, we develop a new randomized linear work pointer jumping scheme that performs better than previous linear work algorithms on lists. Our algorithm is similar to the list ranking algorithms of Vishkin [Vis84] and Cole and Vishkin [CV86], and shows how an idea developed for the PRAM model can be adapted to work effectively in practice. To address the second problem, since a precise analysis of the degree of imbalance of work seems difficult, we consider empirically the effects of data imbalance. For the graphs used in our experiments, load balancing schemes result in little improvement in running times.

We present our contributions in more detail in Section 1.3, along with a brief summary of our implementation results. First, we describe Borůvka's algorithm and our parallel model in Sections 1.1 and 1.2, respectively.

1.1 Borůvka's Algorithm

The minimum spanning tree problem is as follows. Given a connected, undirected graph $G$ with $n$ vertices and $m$ weighted edges, find a spanning tree of minimum weight. Our minimum spanning tree algorithms can easily be adapted to solve the case where the graph is not connected.

Borůvka's minimum spanning tree algorithm, also known as Sollin's algorithm [Sol77], constructs a spanning tree in iterations composed of the following steps (organized here to correspond to the phases of our parallel implementation).

**Step 1** (choose lightest) : Each vertex selects the edge with the lightest weight incident on it.
Each of the connected components thus created has one cycle of size two between two vertices that each selects the same edge. Of this pair, the one with the smaller number is designated as the root of the component and the cycle is removed. The component is then a tree.

**Step 2 (find root):** Each vertex identifies the root of the tree to which it belongs.

**Step 3 (rename vertices):** In the edge lists, each vertex is renamed with the name of the root of the component to which it belongs.

**Step 4 (merge edge lists):** Edge lists which belong to the same component are merged into the edge list of the root. In other words, each connected component shrinks into a single vertex.

**Step 5 (clean up):** Now the edge lists may have self loops and multiple edges. All self loops are removed. Multiple edges are removed such that only the lightest edge remains between a pair of vertices.

The graph remaining after the $i$th iteration is the input to the $(i+1)$st iteration, unless it has just one vertex, in which case the algorithm halts. The output spanning tree is the union of the set of edges selected in step 1, taken over all iterations (with the original vertex names, as they were at the start of the algorithm). Using standard techniques (see [GH85]) the algorithm can be implemented so that an iteration in which the graph has $n$ vertices and $m$ edges takes $O(n + m)$ sequential time. Furthermore, the number of vertices of the graph at the $(i+1)$st iteration is at most half of the number of vertices at the $i$th iteration. Hence, the number of iterations is at most $\log_2 n$, yielding a total running time of $O(m \log n)$.

### 1.2 Parallel Model

We assume a distributed memory model, in which processors communicate using messages. However, our model could easily be adapted to other distributed memory machines such as the Cray T3D and to shared memory abstractions that are built on top of distributed memory machines where the distinction between local versus non-local data is retained. The machine parameters that we will use are: $p$, the number of processors, $t_s$, the time for initiating transmission of a message, and $t_w$, the transmission time per word. Typically, we can expect that $t_s$ can be much greater than $t_w$; for example on the CM-5 message passing system using CMMD operations, $t_s \approx 80 - 300\mu s$, and $t_w \approx 1 - 3\mu s$. There is synchronization cost involved in each synchronized step of a parallel algorithm, but we will ignore it in our model because in our experiments, the cost is minimal in the algorithms that we study.

We let $n$ be the number of vertices, and $m$ the number of edges of the graph. We are interested in the case where $p$ is relatively small compared with $n$, and assume this throughout. We assume that the graph is represented using adjacency lists, and that the edge list of any given vertex is completely stored at one processor (and is not replicated).

### 1.3 Contributions of This Paper

In Section 3 we show that if we assume that the data remains evenly distributed throughout the algorithm, then a straightforward parallel implementation of Borůvka’s algorithm has
running time $\Theta((t_s + t_w)(m \log n)/p)$. This implies a speedup proportional to the number of processors, but the constant $\Theta(t_s + t_w)$ may be huge. We observe that the parallel algorithm suffers the worst slow-down in step 2, where the parallel algorithm employs a $\Theta(n \log n)$ pointer jumping scheme instead of linear time depth first search used in the sequential algorithm.

In Section 4, we consider several alternative implementations of step 2. One simple idea is that of packaging all messages to be sent from one processor to another. This results in relatively few long messages instead of many short messages. Our experimental results show that this results in a dramatic improvement on the CM-5, where $p$ is relatively small and $t_s$ is large. We also consider linear time pointer jumping schemes for step 2 of the algorithm. We present a new randomized pointer jumping scheme that also has expected linear work. Our implementation results show that it is much faster than the $\Theta(n \log n)$ pointer jumping scheme on lists, although it does not beat the simple packaging scheme on the CM-5. However, the algorithm is likely to be useful when $p$ is larger. It is also useful in programming environments, such as the Split-C language, where the exact distribution of data is not known to the programmer and thus the packaging scheme cannot be implemented.

In Section 5.3 we study the degree to which the distribution of data becomes unbalanced as the algorithm progresses. Our simple parallel algorithm (to be presented in Section 3) achieves a speedup proportional to $p$ only if the data (and thus the work distribution) remains approximately uniformly distributed, so this is important to measure. Our empirical results show that the data does not become unduly unbalanced until the subproblem to be solved is very small, by which time the parallel time for the remaining iterations is a tiny fraction of the total running time. From our empirical measurements, we conclude that at least for small $p$, effort spent on rebalancing the data is not justified for our application.

We tested our algorithm on several graph types, including random $(G_{n,p})$, geometric and structured graphs as well as on data arising in a real instance of the Traveling Salesman problem. On geometric graphs with average degree 9 and 32,000 vertices, and for other graphs with fewer vertices but higher average degree, we observed a speedup factor of about 4, on 16 processors, over the sequential algorithm.

On higher density graphs, the speedup factor improves. Communication costs account for most of the slowdown.

2 Background and Related Work

2.1 Minimum Spanning Tree Algorithms

There are three classical $O(m \log n)$ minimum spanning tree algorithms: Borůvka's, Prim's, and Kruskal's [Bor26, Pri57, Kru56]. Of the three, Kruskal's algorithm is reported to be the best choice for many types of graphs, although Borůvka's algorithm is best for very sparse graphs [BHK89]. Also, Borůvka's algorithm is considered to be best suited for parallel computation [Tar83]. Other sequential variants of these algorithms use more elaborate data structures to improve the asymptotic running time. However, these structures are
difficult to implement in a distributed memory parallel environment. (See Knuth [Knu93] and Moret and Shapiro [MS94] for empirical assessments of sequential minimum spanning tree algorithms.)

Parallel variants of the classical algorithms have been designed for different machine models, primarily the PRAM model [HCS79, SJ81, CLC82, CV88, AS87, JM92, CKT94]. Because the PRAM model assumes a synchronous shared memory in which no communication cost is incurred, these algorithms are not well suited to our model. Other parallel algorithms have been developed for fixed interconnection networks such as meshes, butterflies, hypercubes, and shuffle-exchange network [Ben80, DY81, KGGK94, AS87, DV87, Lei83, NMB83]. Although they are practical and efficient on a particular network, these algorithms owe their efficiency to the regular communication patterns made possible by the network or by the assumption that the graphs are dense. Barr et al. [BHK89] give an empirical investigation of both sequential and parallel minimum spanning tree algorithms. For Borůvka's algorithm, they report a speedup factor of about 6 with 10 processors, for grid graphs, on the Sequent Symmetry S81 multicomputer.

2.2 Related Work on Parallel Models and Graph Algorithms

Narendran et al. [NDT93] and Krishnamurthy et al. [KLCY94] reported on implementations of min cost flow and connected components algorithms on the CM-5, respectively. As we do in our implementation, they both distribute the vertices evenly among the processors, and store the complete edge list of one vertex at the same processor. The connected components problem is a special case of the minimum spanning tree problem. A similarity between our work and the work of Krishnamurthy et al. is the use of pointer jumping as a subroutine in the algorithm.

Culler et al. [CKP+93] introduced the LogP model to be used in analyzing the performance of algorithms on the same architectures that we study. However, they focused on overlapping communication with computation, and the problems they studied - broadcast, summation and FFT - have the property that the communication pattern is simple and regular. The LogP model uses the parameters $L$ (latency), $o$ (overhead), $g$ (gap between messages), and $P$ (number of processors). The $t_s$ parameter of our model corresponds to LogP model's latency and overhead combined. It is critical for the LogP model to differentiate the two parameters, because it is concerned with short messages and with overlapping computation with communication. Since we are not concerned with overlapping computation with communication, we do not find it necessary to differentiate latency and overhead.

The LogGP model of Alexandrov et al. [AISS95] is an extension of the LogP model that uses another parameter, $G$ (gap per byte), to account for long messages. The LogGP model's $G$ parameter translates to our model's $t_w$, except for the difference of "per byte" and "per word."

3 A Parallel Borůvka's Algorithm

We now describe a parallel version of each step of Borůvka's algorithm.
Step 1 (choose lightest): The edge list of each vertex is searched to find the minimum weight edge from that vertex.

Step 2 (find root): Each vertex finds the root of the tree to which it belongs using the well-known technique of pointer jumping (see [KR88]). Initially, the root of each component sets its pointer to point at itself. Each remaining vertex initially points at the other endpoint of the lightest edge incident on it. The vertex pointers are then updated by repeated pointer jumps, where in one pointer jump a vertex updates its pointer to equal that of its parent. The following algorithm summarizes this, where the input $S$ is the set of non-root vertices and the input $R$ is the set of root vertices.

\[
\text{Simple-Pointer-Jumping-Algorithm}(S,R)
\]

repeat until every vertex in $S$ points to a vertex in $R$

for each vertex $i$ that does not point to a vertex in $R$ do

perform a pointer jump on $i$

Step 3 (rename vertices): Each processor finds the new name of all vertices listed in its edge lists. Two messages, one each for request and reply, are required to obtain a piece of information from another processor which has it.

Step 4 (merge): The edges of all vertices in a component are sent to the processor that has the edge list of the root. The edge lists are then merged by that processor.

Step 5 (clean up): Each processor executes the sequential algorithm on its own edge lists.

In our implementation of the pointer jumping algorithm of step 2, processors synchronize at each iteration of the repeat loop. It is also possible to use an asynchronous version of the algorithm, in which vertices can update their pointers at differing rates. However, our experiments and those of Krishnamurthy et al. show that the asynchronous version has a similar running time to the synchronous version, so we do not consider it further.

3.1 Running Time

Consider the parallel running time of the first iteration, in which there are $n$ vertices and $m$ edges. Note that there is no communication needed in steps 1 and 5. The amount of work done by a processor in steps 1 and 3 is linear in the number of edges at that processor at the start of the iteration. Similarly, the amount of work done by a processor in steps 4 and 5 is linear in the number of edges at that processor, after the edge lists are moved in step 3.

If we make some simple assumptions about the graph and its initial distribution, we can show that the expected parallel time needed to complete steps 1,3,4 and 5 of the first iteration is $O((t_s + t_w)m/p)$. Recall that we are assuming that $p$ is much smaller than $n$. Suppose also that any vertex (and its edge list) is initially equally likely to be at any processor. Then, we can expect that the maximum number of vertices at a processor is within a constant factor of $n/p$. This follows from a “balls and bins” analysis, where the processors are the bins and the vertices are the balls. It is well known that if $n$ balls are thrown randomly into $p$ bins, then the expected maximum number of balls per bin is close to the average if $n = \Omega(p \log p)$. If, furthermore, the degrees of the vertices are small (say, a constant independent of $n$), and roughly equal, then the edges are split evenly among the processors. Thus, the computation costs of the first iteration of the algorithm are split fairly evenly among the processors, because the computation per processor is linear in the
number of edges at that processor. Also, we can expect that the communication costs are split fairly evenly among the processors in steps 3 and 4. In step 3, for example, each processor sends one message to query the new name of each vertex occurring in its edge lists. Since the degree of the vertices is constant, the number of distinct vertices arising in the edge lists of a processor is linear in the number of edges. Therefore, $\Theta(m/p)$ queries are needed per processor.

In step 2, the pointer jumping step, the distribution of work depends on the structure of the components formed in step 1. Consider the expected maximum number of messages sent and received by a processor at an iteration of the repeat loop in which many ($\Omega(p \log p)$) vertices are updating their pointers. Assuming that all vertices in the components have constant indegree, the number of messages of a processor is a constant times the number of vertices at that processor. This means that the expected maximum number of messages at a processor is within a constant factor of the average number of vertices, and thus messages, at a processor. We can then expect that the parallel time for step 2 is $O((t_s + t_w)(n \log n)/p)$. We can extend this argument to show that even if a very small number of vertices have relatively large indegree, then the parallel time is still $O((t_s + t_w)(n \log n)/p)$. Suppose for example that a fraction $O(1/(f(n) \log n))$ of the vertices have indegree $f(n)$ or less. Then the expected maximum number of these vertices at one processor is $O(n \log n/(f(n) \log n)) = O(n/(f(n)p))$. This processor handles at most $f(n)$ messages requesting the pointer value of each of these vertices, giving a total of $O(n/p)$ messages. This is still within a constant factor of the $\Theta(n/p)$ messages this processor handles for its other vertices (i.e. those with constant indegree).

Even this heuristic analysis, however, is difficult to extend to further iterations. We can hope to prove that the parallel running time is $O((t_s + t_w)(m \log n)/p)$, that is, that a speedup factor of $\Omega(p)$ can be achieved, only if the iterations in which the data is badly distributed contribute very little to the running time. One thing we can say is that we can expect the distribution of vertices to remain fairly evenly balanced in later iterations, as long as the number of vertices is still large. This is because the location of vertices at the $i$th iteration is the same as their location in the initial iteration, so we can still assume that they are randomly and uniformly distributed. However, the edge lists are typically growing in length as the iterations progress, and there is more variance in the distribution of the lengths of the edge lists. We did some empirical measurements of the edge distribution over time, and present these in Section 5.3.

4 Alternative Parallel Algorithms for Step 2 (find root)

The parallel running time of step 2 that uses pointer jumping ($O((t_s + t_w)(n \log n)/p)$) is significantly slower than that of the sequential algorithm which uses linear time depth first search. We now consider two new algorithms for step 2, which aim at reducing the slowdown due to the $t_s$ and $\log n$ factors respectively.
4.1 The Packaging Algorithm

In this algorithm, at each synchronized substep of step 2, all messages which are transmitted from a processor to another processor are sent in a single package. Thus, each processor sends at most \( p - 1 \) packages in a synchronized substep, regardless of how many individual pointer updates are performed. The cost \( t_s \) is charged at most \( p \) times per synchronized substep, whereas in the simple pointer jumping algorithm without packaging, it is charged \( \Theta(n/p) \) times (assuming balanced communication). Therefore, if \( p << n/p \), we expect that the packaging scheme will improve the running time of step 2. For larger \( p \), however, the advantage of packaging may be lost.

4.2 A New Randomized Pointer Jumping Algorithm

Both deterministic and randomized list ranking algorithms that require only linear work are well known [Vis84, CV88, AM91]. However, they are not well suited to our application for the following reason: since they are list ranking algorithms, they require that the input data are linear lists, whereas we apply pointer jumping to rooted trees. By "linearizing" the trees, one could apply these techniques. But it is preferable not to do this, since the path from a vertex to the root of its component may be much shorter in the tree than in the linear list. (Goldberg et al. [GPS87] present a symmetry-breaking technique which works on rooted trees, but it is impractical for our application.)

We developed a new pointer jumping scheme, which we call the supervertex algorithm. This randomized scheme can be applied to trees as well as lists and requires only expected linear work.

Roughly, in our algorithm, each component is processed as follows. A randomly chosen subset of the vertices called supervertices are selected. Call this set \( SV \). Each vertex in \( S - SV \) performs the simple pointer jumping algorithm until it points to a supervertex. At this point, all vertices but the supervertices drop out and the supervertices repeat the same algorithm recursively (with each vertex again randomly deciding whether to be a supervertex in the next iteration). Once all supervertices are pointing to the root, the remaining vertices update their pointers in one step so that they too point to the root. Figure 1 of Appendix A illustrates the execution of this algorithm on a list.

The input to the following algorithm is a set \( S \) of vertices, each with an associated pointer, forming a rooted tree. Assume that the root of the tree is already identified and points to itself.

\[
\text{Supervertex-Pointer-Jumping-Algorithm}(S) \\
\text{if } |S| > 2 \text{ then} \\
\text{for each vertex } x \in S \text{ do with probability } 1/2, \text{ make } x \text{ a supervertex} \\
\text{let } SV \text{ be the set of supervertices, plus the root} \\
\text{execute Simple-Pointer-Jumping-Algorithm}(S - SV, SV) \\
\text{for each vertex } x \text{ in } SV \text{ do perform one pointer jump on } x \\
\text{comment: at this point the supervertices form a rooted tree}
\]
recursively apply the algorithm to $S V$

**comment:** at this point all vertices in $S V$ point to the root

**for** each vertex $x$ in $S - S V$ **do** perform a pointer jump on $x$

**comment:** at this point all vertices point to the root

It is straightforward to show that the expected work performed by this algorithm is linear in the number of vertices, regardless of the tree structure of the vertices. We include the proof of this in Appendix A. The expected number of levels of recursion is $\Theta(\log n)$. Also, the expected number of synchronized substeps at each recursive level may be $\Theta(\log \log n)$. This is because in a list of size $\Theta(n)$, the expected maximum distance between two supervertices is $\Theta(\log n)$. Hence the total expected number of synchronized substeps in the worst case (that is, a list) is $\Theta(\log n \log \log n)$. A completely asynchronous version of this algorithm could also be implemented, but we have not done this.

Our supervertex algorithm is similar to one of the list ranking algorithms of Vishkin [Vis84] which uses the "random mate algorithm," and to that of Cole and Vishkin [CV86] which uses the "2-ruling set algorithm." Their algorithms (defined for lists only) can also be thought of as selecting supervertices that proceed to another iteration of pointer jumping while the remaining vertices drop out. Their method is designed to ensure that the work per vertex at each recursive step is constant and the total number of synchronized steps is $O(\log n)$ as opposed to the $\Theta(\log n \log \log n)$ steps of our algorithm. However, their method of choosing supervertices is more complicated, requiring communication between each vertex and its parent. (Subramonian [Sub92] presents an implementation technique of the "random mate algorithm" which, by broadcasting pairs of random numbers, avoids interprocessor communication that would otherwise be required.)

The differences between their algorithms and ours nicely illustrate how the choice of parallel model influences parallel algorithm design. It also shows that, though PRAM algorithms may not be tailored for more practical environments, they do contain valuable ideas that can be adapted to real machines. In this case, the valuable idea is that of using randomization to eliminate vertices from the pointer jumping process.

### 4.2.1 A Lazy Supervertex Scheme

For our application, namely Borůvka's algorithm, an interesting variant of the supervertex algorithm can be employed. In this variant, the algorithm is stopped just before the first recursive call is executed. Thus, the supervertices are defined to be roots of components. As a result, the number of components is greater, and more iterations of the algorithm are required. The advantage is that the time required for step 2 in each iteration is reduced. It is straightforward to show that this algorithm correctly computes the minimum spanning tree of a graph.
5 Experimental Results

In this section we present the implementation results on the CM-5. The program used in the experiments on the CM-5 was written in the C language. For interprocessor communication, message passing routines provided by CM-5’s CMMD library were used.

In Section 5.2, we give running times for step 2, implemented using the simple pointer jumping algorithm, the supervertex algorithm, the lazy supervertex algorithm and with packaging. Since the packaging algorithm is the clear winner, we adopt packaging of data at every phase of our algorithm. In Section 5.3 we examine the increase in imbalance of the data, and in the communication needed in the pointer jumping algorithms, as the algorithm proceeds. Finally, in Section 5.4 we present our results on the total running time of our algorithm on up to 64 processors.

5.1 Graph Types

We ran our algorithm on four kinds of graphs: random graphs \((G_{n,p})\), random geometric graphs \((U_{n,k})\), structured graphs and TSP graphs. The TSP graphs arise in an application of the traveling salesman problem.

A random \(G_{n,p}\) graph has \(n\) vertices with each pair connected independently with probability \(p\). A geometric graph \(U_{n,k}\) has \(n\) vertices, each with outdegree \(k\). The connections are determined as follows: \(n\) points corresponding to the vertices are chosen randomly and uniformly on the unit square in the Cartesian plane. Each vertex is then connected to its \(k\) nearest neighbors. These graphs were used by Moret and Shapiro [MS94] in their empirical study of sequential minimum spanning tree algorithms. The random graphs and the geometric graphs are not necessarily connected. We tested our algorithm on graphs with 32,000 and 64,000 vertices, with average degree ranging from 1.6 to 12.8.

The TSP graphs used in the experiments are from the Electronic Library (eLib) for Mathematical Software of Konrad-Zuse-Zentrum Berlin (http://elib.zib-berlin.de/). One is usa13509.tsp, representing 13,509 cities with population at least 500 in the continental U.S. (by David Applegate and Andre Rohe), and the other is fnl4461.tsp, representing 4,461 cities in the five new federal states of Germany (by Bachem/Wottawa). The data does not show connections between cities, but indicates “Euclidean 2D.” We chose the edges randomly, for a range of probabilities.

The structured graphs described in Table 1 are designed to test extreme cases of the algorithm in different ways. Note that the shape of the components affects the running time of the pointer jumping algorithm in step 2. Also, the number of components formed at an iteration, which becomes the number of vertices at the next iteration, affects the total number of iterations of the algorithm. To vary the density of the structured graphs, we also added edges of high weight such that they do not affect the structure of the components formed during the algorithm.
<table>
<thead>
<tr>
<th>graph type</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>str 0</td>
<td>At each iteration with ( n ) vertices, two vertices form a pair (( n/2 ) components).</td>
</tr>
<tr>
<td>str 1</td>
<td>At each iteration with ( n ) vertices, ( \sqrt{n} ) vertices form a linear chain (approx. ( \sqrt{n} ) components).</td>
</tr>
<tr>
<td>str 2</td>
<td>At each iteration with ( n ) vertices, ( n/2 ) vertices form a linear chain and the other ( n/2 ) vertices form pairs (approx. ( n/4 ) components).</td>
</tr>
<tr>
<td>str 3</td>
<td>At each iteration with ( n ) vertices, ( \sqrt{n} ) vertices form a complete binary tree (approx. ( \sqrt{n} ) components).</td>
</tr>
</tbody>
</table>

Table 1: Structured graphs used in the experiments on the CM-5

5.2 A Comparison of Alternative Implementations of Step 2

We implemented the following algorithms for step 2: the simple pointer jumping algorithm, the packaging algorithm, the supervertex algorithm and the lazy supervertex algorithm.

In Figures 2 and 3, we see that for all algorithms except the packaging algorithm, there is a huge increase in the running time on 2 processors, as opposed to 1 processor.

As expected, the supervertex algorithm showed the most improvement over the simple pointer jumping scheme on structured graphs in which components contain long paths, such as the str 1 and str 2 graphs. However, it performed slightly worse on the structured graph str 0, the TSP graphs and the random graphs. The reason for the relatively good performance of the simple pointer jumping algorithm on the latter graphs is because the components formed at each iteration of the algorithm are very shallow, and thus the algorithm performs only \( O(n) \) work. For example, in the str 0 graphs, every vertex does just at most one jump in order to find the root of its component.

Not surprisingly, the lazy supervertex algorithm was better than the supervertex algorithm. One interesting feature of the lazy supervertex algorithm is that the time taken is very close for all graph types of the same size. That is, the lazy supervertex algorithm tends to smooth out differences in running time due to graph structure. However, since only the time for step 2 is reported, the data here does not show the true story: the implementation using the lazy algorithm incurs extra costs at other steps due to an increase in the number of iterations. Further experiments showed that the total running time of our algorithm, using the lazy supervertex algorithm in step 2, was better than the supervertex and simple algorithms only on very sparse graphs.

Figures 2 and 3 show that the packaging scheme has by far the best performance on all graphs. As \( p \) increases, however, the running time remains fairly constant, though the message lengths are decreased. This is because the increased number of messages, which is proportional to \( p \), cancels out the speedup effect of the decreased message lengths.
5.3 Imbalance of Data and Workload

5.3.1 Imbalance in Graph Distribution

For several graphs, we computed at each iteration the ratio of the maximum number of vertices and edges at a processor, over the average number of vertices and edges at a processor. We did this for the simple pointer jumping and lazy supervertex algorithms. We use this ratio as our measure of imbalance of the data at an iteration. Consideration of the "balls and bins" analogy where the vertices are balls and the processors are bins leads us to expect that the imbalance would increase as $p$ increases. This is because, as the number of bins increases from a constant up to the number $n$ of balls, the ratio of the expected maximum number of balls per bin over the average goes from a constant to $\Theta(\log n / \log \log n)$. Our measurements show that the imbalance does indeed increase as the number of processors increases. However, even with 64 processors, the rate of increase of imbalance is moderate until the last few iterations, when it increases rapidly. In Figure 4, we plotted the imbalance in the number of edges as a function of the percentage of total running time. Since several graphs are superimposed in each of our illustrations, it is not possible to identify which graph is which, but the general trends are portrayed. On all of the random graphs (each with 64,000 vertices), even when $p = 64$, the imbalance is less than 1.3 for 75% of the running time. The TSP and str 1 graphs are worse, but in general we see that the imbalance is less than 2 after 90% of the running time. The relatively poor imbalance in the str 1 graphs after the first iteration is because the size of the graphs decreases by a factor of $\sqrt{n}$, and the small size of the graph by the second iteration leads to poor imbalance.

We also found that the edge imbalance is worse than the vertex imbalance. This appears to be because the length of the edge lists varies more over time.

We implemented several simple schemes that rebalance data at the end of each iteration of the algorithm. One scheme, which we call the $E$-balancing scheme, redistributes edge lists such that, for 90% of the graphs used, the edge imbalance for $p \leq 32$ is less than 1.1 for 90% of the running time. For $p = 64$, the imbalance is less than 1.2 for 80% of the running time for all but the TSP graphs. Without the time for rebalancing taken into account, the average improvement, taken over all runs in which improvement was made, was less than 2%. In less than 5% of the runs we made, mostly on TSP graphs with $p = 64$, more than 5% improvement was observed, with a maximum of 8.2% (5.8% with rebalancing time counted) and an average of less than 4%. The TSP graphs we used ($n = 13509$, $d = 13.5$) have the property that the number of edges does not decrease in the second and third iterations as fast as the other graphs do, and consequently the running times for the two iterations are not much smaller than the first iteration. Moreover, their relatively greater density results in greater variation in the lengths of edge lists and greater imbalance of edge list distribution among processors. These properties, and similar improvement of running time by rebalancing schemes, are also observed on random graphs of the same size in a range of density, indicating that such effects of rebalancing schemes are not unique for TSP graphs we used but may be common to different graphs with these properties. We conclude the following: (1) for small $p$, effort spent on rebalancing the data is not justified for our
application; (2) an edge balancing scheme is worthwhile only on graphs with properties such as those described above.

5.3.2 Imbalance in Distribution of Pointer Jumps

We also measured the distribution of pointer jumps in the simple pointer jumping, supervertex, and lazy supervertex algorithms. In this case, we counted the number of queries and responses each processor makes, and defined the imbalance to be the ratio of the maximum, taken over all the processors, divided by the average. In Figure 5 we plotted this as a function of the percentage of the running time taken in step 2 of the algorithm. Again, the imbalance is worse as \( p \) increases, but even for \( p = 64 \), there is almost no imbalance in any of our graphs until almost 80% of the running time of step 2 is completed. This is because the time taken by step 2 in the first iteration of the algorithm is large compared with further iterations, and initially vertices are very evenly distributed. For 95% of the running time, the imbalance is typically much less than 2.

5.4 Total Running Times for Parallel Borůvka’s Algorithm using Packaging

We measured the total running time of our parallel Borůvka’s algorithm, using packaging of messages at every step of the algorithm. For four graph types, with varying sizes and densities, Figure 6 shows the running time of the sequential versions of Kruskal’s and Borůvka’s algorithm (both run on one CM-5 processor), as well as the running time of the parallel Borůvka’s algorithm on 1 to 64 processors.

The running time of parallel Borůvka’s algorithm on 1 processor is somewhat slower than that of the sequential Borůvka’s algorithm, and the running time on 2 processors is not much better than on 1 processor. This is because the communication costs are already high even with 2 processors. However, on 4 processors the parallel Borůvka’s algorithm is always better than the sequential Borůvka’s algorithm and good speedup continues up to 32 processors. The results for 64 processors are not much better than for 32 processors. This is in part because of our use of the packaging scheme, in which the number of messages per processor stays constant for all \( p \), and the fact that the number of messages, rather than their size, affects the running time. For denser graphs, we would expect good speedup for 64 processors and more.

On geometric graphs with average degree 9 and 32,000 vertices, for all the TSP graphs, and for other graphs with fewer vertices but higher average degree, we observed a speedup factor of about 4, on 16 processors, over the sequential Borůvka’s algorithm. For most of the graphs we used, Kruskal’s sequential algorithm ran 2 ~ 3 times faster than Borůvka’s sequential algorithm. For most of our sparse graphs, Borůvka’s algorithm starts to beat Kruskal’s sequential algorithm at 8 processors.
6 Conclusions

Our heuristic analysis of the running time was very useful in predicting the advantages of packaging, the high communication cost of the simple pointer jumping algorithm, and the low imbalance in the distribution of vertices until iterations where the graph is small. Our empirical measurements showed that the imbalance of edges is also low in random and geometric graphs. The performance model proved to also be useful as a basis for designing a practical pointer jumping algorithm.

The speedups obtained by our implementation are far from optimal but we believe that, given the high communication costs, it is difficult to improve the implementation of the standard Borůvka's algorithm for sparse graphs. However, the speedup factor improves for denser graphs. For random graphs, it is certainly possible that refinements of Borůvka's algorithm that exploit the fact that heavy edges are unlikely to be in the MST could lead to improved results. On the CM-5, improvements can be made using Active Messages, though we chose CMMD message passing routines because we were interested in a machine model with high communication costs.

In future work, we will extend our analysis of the work and running time of the super-vertex pointer jumping algorithm. In the appendix of this paper, we show that the expected work done is linear on any tree structure. We can extend this to show that the work is linear with very high probability in the case of lists. However, this does not appear to be the case for trees, because as the tree size is reduced, the indegree of the vertices increases quickly. This results in high variance in the work distribution. We are working on a variant of this algorithm that eliminates this problem. Finally, we plan to design and implement a parallel version of Kruskal's algorithm, which is the best of the three classical sequential algorithms on dense graphs. We plan to compare Borůvka's algorithm with Kruskal's algorithm on a wide range of graph densities.
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Appendix A

**Theorem:** The expected work done in the supervertex algorithm is linear in the number of vertices in the input.

**Proof:** We show that the expected work done on any vertex $x$ is $O(1)$. To see this, we consider separately the iterations (recursive levels) in which $x$ is a supervertex, and the single iteration in which $x$ is not a supervertex. If $x$ is a supervertex at an iteration, the work done on $x$ is $O(1)$, since it does not participate in the simple pointer jumping algorithm. Also, the expected number of iterations in which it is a supervertex is 2, since at each iteration it is not a supervertex with probability $1/2$. Hence, the total expected work done on $x$ over all iterations in which $x$ is a supervertex is $O(1)$.

If a vertex is not a supervertex at some iteration, then the work done in that iteration is linear in the number of pointer jumps performed. The expected number of jumps performed is at most $\sum_{i=1}^{\infty} i 2^{-i} = O(1)$, since with probability $2^{-i}$ the supervertex that it points to as a result of the simple pointer jumping algorithm is of distance $i$ from this vertex. Once the vertex is not a supervertex in some iteration, it participates in no further iterations. Hence the total expected work is $O(1)$, as required.

![Diagram](image)

Figure 1: Execution of the supervertex algorithm on a list. The first three rows show the linked structure at the start of the three recursive calls. Vertices in squares are chosen to be supervertices at each of these iterations. The last three rows show the vertices that point to the root at the end of each recursive call, starting from the last (third) level of recursion back to the first.
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str 0 graph: $n = 64,000$.  
str 1 graph: $n = 64,000$.  
str 2 graph: $n = 64,000$.  
str 3 graph: $n = 64,000$.  

Figure 2: Running Time of Step 2. The graphs show the running time of step 2 for four structured graphs with $n = 64,000$. (For structured graphs, the running time of step 2 is not affected by the average degree $d$.) For each graph, results of four algorithms are shown: simple pointer jumping, supervertex algorithm, lazy supervertex, and packaging. The $x$-axis is the number of processors; the $y$-axis is the running time of step 2. All times shown are in seconds. For str 2, which requires the largest number of pointer jumps of all structured graphs, results were not obtainable for $p = 32$ and 64, except for the lazy supervertex algorithm, due to lack of buffer space.
random graph: $n = 64,000, d = 6.4$.  geometric graph: $n = 64,000, d = 9.2$.  

TSP graph: $n = 13509, d = 27.0$.  

Figure 3: Running Time of Step 2. The graphs show the running time of step 2 for random, geometric, and TSP graphs. For each graph, results of four algorithms are shown: simple pointer jumping, supervertex algorithm, lazy supervertex, and packaging. The $x$-axis is the number of processors; the $y$-axis is the running time of step 2. All times shown are in seconds. Due to limited memory space, some results were not obtainable and are not shown here (random, for $p = 2$; geometric, for sequential and $p = 1$).
Figure 4: Imbalance in the Distribution of Edges. The graphs show the imbalance in the distribution of edges among processors (y-axis) given as a function of the percentage of total running time (x-axis). Results are shown in logscale for five graph types: random ($n = 64,000, d = 3.2$), geometric ($n = 64,000, d = 4.9$), TSP ($n = 13509, d = 13.5$), str 0 and str 1 ($n = 64,000, d = 4.0$); two algorithms each (simple pointer jumping and lazy supervertex algorithm). The distribution of edges for the supervertex algorithm is the same as that of the simple pointer jumping. The steps in the imbalance function correspond to the moments when imbalance changes, as a result of moving from one iteration to the next in the algorithm.
Figure 5: Imbalance in the Distribution of Pointer Jumps. The graphs show the imbalance (y-axis) in the distribution of pointer jumps per processor given as a function of the percentage of total running time (x-axis). Results are shown in logscale for five graph types: random ($n = 64,000$, $d = 3.2$), geometric ($n = 64,000$, $d = 4.9$), TSP ($n = 13509$, $d = 13.5$), str 0 and str 1 ($n = 64,000$, $d$ irrelevant); three algorithms each (simple pointer jumping, supervertex, and lazy supervertex algorithm). The steps in the imbalance function correspond to the moments when imbalance changes, as a result of moving from one iteration to the next in the algorithm.
random graphs: $n = 32,000$, average degree $d = 1.6$ (a), 3.2 (b), 6.4 (c), and 12.8 (d); and $n = 64,000$, $d = 3.2$ (e) and 6.4 (f).

generalized graphs: $n = 32,000$, $d = 4.9$ (a), 7.1 (b), and 9.3 (c); and $n = 64,000$, $d = 4.9$ (d), 7.1 (e), and 9.2 (f).

TSP graphs: $n = 4461$, $d = 44.6$ (a) and 89.2 (b); and $n = 13509$, $d = 13.5$ (c) and 27.0 (d).

structured graphs: $n = 64,000$, $d = 4.0$ (a), 6.0 (b), and 8.0 (c) for str 0, and $d = 4.0$ (d), 6.0 (e), and 8.0 (f) for str 1.

Figure 6: Total Running Time of Packaged Borůvka’s Algorithm. The $x$-axis shows the numbers of processors used; “seq K” and “seq B” are for Kruskal’s and Borůvka’s sequential algorithm, respectively. The $y$-axis shows the total running time. All times shown are in seconds. Due to insufficient memory on the machine and/or contention during communication, results were not obtainable for some of the graphs on a small number of processors (random, for $p = 2$; geometric $n = 64,000$, for sequential and $p = 1$; str 0 and 1, for sequential and $p = 1$ and 2). The results for str 2 and str 3 graphs show a similar pattern as those of str 0 and str 1 graphs and are not shown here.