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Abstract

An analytical performance model for parallel programs can provide qualitative insight as well as efficient quantitative evaluation and prediction of parallel program performance. While stochastic models for parallel programs can represent execution time variance due to communication and resource contention delays, a qualitative assessment of previous models shows that the stochastic assumption makes it extremely difficult to compute synchronization costs and overall execution times.

This thesis first re-evaluates the need for the stochastic assumption by examining the influence of non-deterministic communication and resource contention delays on execution times in parallel programs. An analytical model of program behavior, combined with detailed program measurements, provides compelling evidence that in shared-memory programs on current systems as well as programs with similar granularity on foreseeable future systems, such delays introduce extremely low variance into the execution time of each process between synchronization points, even with high communication costs and contention.

Motivated by the above results, the thesis develops a conceptually simple deterministic model for parallel program performance prediction, using deterministic values to represent mean task times including communication, and (if necessary) shared-resource contention computed from a separate, stochastic model. Experiments applying the model to several shared-memory programs demonstrate the efficiency, accuracy and ability to model programs with large and complex task graphs. A quantitative assessment of previous stochastic models shows that they have inconsistent or poor accuracy, as well as prohibitive computational cost in models applicable to complex task graphs. Furthermore, in comparison with simple, insightful speedup bounds computed using parameters such as average parallelism, the deterministic model provides additional qualitative as well as quantitative information, for comparable effort.

The thesis then uses example programs to demonstrate the insight and predictive power provided by the deterministic model. The model can be used to quantify and understand nuances of
program performance, and to quickly predict the impact of system changes as well as program design changes that affect load-balancing, such as changes in the partitioning and scheduling of tasks. This insight and predictive power is due to the particular task-graph-based representation of program parallelism and scheduling.

In summary, the analytical and experimental results in the thesis contribute towards understanding a fundamental principle of parallel program behavior, and towards evaluating, understanding, and predicting parallel program performance.
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Chapter 1

Introduction

Developing programs to extract the available processing power of a parallel computer remains much more difficult than doing so on a high-performance sequential computer. New techniques to simplify the task of parallel programming will be necessary before truly general-purpose parallel computing becomes prevalent. Important among these will be performance evaluation techniques that can help a programmer to understand the key qualitative aspects of parallel processing and to obtain quantitative estimates of program performance.

To assist in effective parallel programming, performance evaluation techniques must address three basic needs. The first is to provide an understanding of the fundamental principles of parallel program behavior and their impact on program performance. The second is to enable the programmer to evaluate the performance of a particular program on a particular system and thus obtain insights that can suggest potential improvements in the program. The third is to enable the programmer to predict the impact (on program performance) of design changes in the program or changes to the underlying system or system configuration.

Performance evaluation tools in use today for evaluating parallel program performance are based on measurement or simulation. Measurement-based performance analysis tools such as Pablo [RAM92], IPS-2 [MCH90] and numerous others provide the ability to evaluate the performance of a given program on an existing system in detail. Simulation-based tools such as the Rice Parallel Processing Testbed [CMM88], the Wisconsin Wind Tunnel [RHL93], and others provide the additional flexibility of evaluating an existing program on varying system sizes and configurations. Thus, these techniques collectively achieve at least partial success in addressing the second and third of the three goals of parallel program performance evaluation stated above.

An underlying thesis of this dissertation is that analytical performance models can make important new contributions towards meeting each of the above three basic goals. The ability of analytical models to provide basic principles about various aspects of system behavior and performance is well-established; for parallel programming, this ability can be exploited to derive
fundamental principles of program behavior and their impact on performance. (A simple and well-known example of an analytical model fulfilling such a role is Amdahl's Law [Amd67].) Furthermore, because analytical models have the ability to view a program and the underlying system at a higher level of abstraction than measurement or simulation techniques, they can play an important complementary role to measurement and simulation tools in meeting the second and third of the goals above. The more abstract representation of a parallel program can help to provide new insights into, as well as efficient quantitative estimates of, program performance. The abstract representation of program and system behavior in such models also makes it possible to analyze hypothetical programs and systems as well as combinations of these, thus providing the predictive power required to address the third goal above. The research described in this dissertation provides evidence of the ability of analytical models to fulfill each of these three roles.

The remainder of this chapter motivates and states the specific problems studied in this dissertation (Section 1.1), lists the contributions of the work (Section 1.2), and finally gives a detailed outline of the remainder of the dissertation (Section 1.3).

1.1. Motivation and Statement of Problems Studied

The principal factors affecting the performance of a parallel program are the computational work that must be accomplished, the communication required between processes, contention for shared hardware and software resources during computation and communication, and synchronization delays experienced when one process must wait for another process to reach some point in its execution.

An important influence on analytical models so far has been the non-deterministic nature of some of the above factors. In particular, inter-process communication events and contention for shared resources introduce non-deterministic delays into the execution of each process of a parallel program. Furthermore, some programs also have non-deterministic processing requirements - that is, the CPU requirements of the program vary significantly across different executions on a particular input. Performance models of parallel programs and systems have typically used stochastic task execution times to represent non-determinism due to these various sources. In fact, most previous analytical models for parallel programs are stochastic models [AIA91, DuB82, HaM92, KME89, KrW85, LCB92, MaS91, MaL90, ThB86].
Non-deterministic delays due to communication and resource contention increase the variability of process execution times (besides increasing the mean execution times), which in turn affects synchronization costs. In stochastic models, this is reflected by taking into account the variance or distribution of execution time of the synchronizing processes in the program when computing the expected delays at synchronization points. However, estimating average synchronization delays in stochastic models can be extremely difficult, except for programs with very simple synchronization behavior. In fact, reviewing the assumptions and solutions techniques of previous analytical models in Chapter 2, we find that many previous models apply only to programs with extremely simple synchronization structures [AIA91, Cve87, DuB82, KrW85, LCB92, MaS91, TsV90, VSS88], while other models require complex and heuristic solution techniques to model programs with more sophisticated structures [KME89, MaL90, ThB86]. Furthermore, models in the latter class have to assume exponentially distributed task execution times to permit tractable solutions. The exponential assumption, however, implies a high variability in execution time and no data is available showing the effect of this assumption on the accuracy of the models. (To our knowledge, none of the models in this class has previously been tested using actual programs.)

The above observations suggest that it is important to re-evaluate the assumption of non-deterministic task times. In particular, in many parallel programs, the CPU requirements are fixed or almost fixed for any particular input. (Some evidence for this is provided in the thesis.) For such programs, does the variability due to random delays justify the stochastic assumptions in these performance models? More generally, how do random delays influence the variance of execution time of synchronizing processes in parallel programs? To our knowledge, these questions have not previously been addressed. Furthermore, these are questions about the fundamental behavior of parallel programs, and as such should yield principles about program behavior that would be useful not only for performance evaluation, but for programmers as well. As argued above, an analytical modeling approach could be well-suited to addressing such questions. Thus, one goal of this thesis research is to develop and use an analytical model of program behavior to study the influence of random delays on execution times in parallel programs.

For analytical performance techniques to be able to address the second and third of the basic needs mentioned above, an efficient, accurate and practical analytical model for evaluating program performance is necessary. The second major goal of this thesis research is to develop an analytical model for parallel program performance prediction, demonstrate that it meets these criteria, and
provide evidence that it can be used to obtain insight into program performance and to predict the performance impact of program and/or system design changes.

Although numerous analytical models for parallel program performance prediction have previously been developed as mentioned above [ALA90, Cve87, DuB82, HaM92, KME89, KrW85, LCB92, MaS91, MaL90, ThB86, TsV90, VSS88], the efficiency, accuracy and practical usefulness of these models has remained an open question. In fact, in many of these cases, no data has been provided describing model accuracy or efficiency. Thus, there is no quantitative evidence by which to evaluate the strengths and limitations of the various models, and by which to understand the state of the art.

The rationale for the approach we take in developing a model is contained in our qualitative assessment of previous stochastic models, along with the results of the study of the influence of random delays. That is, previous stochastic models have required complex heuristics and the exponential task assumption to analyze programs with other than the simplest task graph structures, whereas our study of the influence of random delays indicates that the exponential assumption represents much higher variance than found in practice in many programs. In fact, a key implication of that study is that it could be reasonable to ignore the variance of task and process execution times when computing synchronization costs in a parallel program. (The intuition and specific results leading to these conclusions will be described in detail in a subsequent chapter.) These results suggest that it is worthwhile to explore the use of a deterministic model for addressing the second major goal of the thesis, stated above. In fact, two previous deterministic models have been developed for parallel program performance prediction, but as discussed in Chapter 2, both have been restricted to programs with very simple structures and with limited or no ability to represent synchronization costs or task scheduling.

Motivated by the above arguments, the second half of this thesis develops and validates a deterministic model for parallel program performance prediction, testing the accuracy, efficiency and practicality of the model for real parallel programs on realistic input sets. As part of this study, the model is compared with previous stochastic models, thus obtaining quantitative results on the accuracy and efficiency of these models to provide some understanding of the state of the art. The model is also compared with parametric speedup bounding techniques that can be used to obtain qualitative insight into parallel program performance. Finally, the deterministic model is used to understand the performance of existing programs, to evaluate program performance on hypothetical
larger systems, and to evaluate the performance impact of hypothetical design changes in these programs. These experiments, together with the analytical model used to study the influence of random delays, support our underlying thesis stated at the outset, namely that analytical models can contribute towards meeting each of the three basic requirements of parallel program performance evaluation.

1.2. Contributions of the Thesis

The principal contributions of this thesis are as follows.

- We develop an analytical model of process behavior in a parallel program in the presence of random delays. The model, based on a simple renewal process representation, yields considerable insight into the effect of random delays on the variance and distribution of process execution time over any interval of execution.

- Using detailed program measurements to parameterize and apply the model, we provide compelling evidence that in current shared-memory programs, as well as programs with similar granularity on foreseeable future systems, communication delays introduce very little variance into the execution time of a process between successive synchronization points, even under conditions of high communication cost and contention.

- We use direct measurements of program execution time to show that, for many but not all such programs, processing requirements also introduce very little variance into the execution time between synchronization points.

- We describe a deterministic model for parallel program performance evaluation. The deterministic assumption enables a conceptually simple, computationally efficient, solution, while the carefully defined, abstract task-graph-based representation of program parallelism provides significant flexibility and predictive power for studying important program design issues. The model applies to parallel programs with arbitrary task graphs and a wide class of task scheduling disciplines.

- We show that the deterministic model is accurate, with typical errors in the running time estimate of less than 10% in all cases tested, and very often only about 2-3%. The model is also extremely efficient in practice, and can easily be used for programs with tens of thousands of tasks. Two programs we studied cannot be evaluated in practice by any previous analytical
model we are aware of.

- We provide data to show that of previous stochastic models, the simplest models, which are restricted to programs with simple (fork-join) synchronization structures, can be accurate for programs that satisfy further simplifying model assumptions concerning task times and scheduling, but can have significant errors otherwise. For the more general models, the assumption of exponentially distributed task times often leads to poor accuracy. The computational requirement of such models is also extremely high, precluding analysis even of programs with fairly small task graphs.

- Comparing the deterministic model with the parametric speedup bounds of Eager, Zaborjan and Lazowska [EZL89], we show that for essentially the same effort as that required to calculate parameters for the bounds, the deterministic model can be used to obtain estimates of the actual speedup. Besides being quantitatively much more accurate, these estimates provide important qualitative information about program performance not available from the bounds. Furthermore, the deterministic model applies to a large class of programs not covered by the bounds, such as programs with static task scheduling.

- We provide evidence to demonstrate the insight and predictive power available with the deterministic model, showing examples where the model was used to evaluate the performance of existing parallel programs on hypothetical larger systems, as well as to evaluate the performance impact of program design changes that affect load-balancing in a program, such as changes in the partitioning and scheduling of tasks.

1.3. Outline of the Thesis

This thesis is organized as follows. Chapter 2 first defines key terms and concepts as they will be used throughout this work. The bulk of the chapter reviews previous analytical models for parallel program performance prediction, describing the previous models in a common hierarchical framework that is helpful in understanding the important features of the models as well as the principal difficulties of the general problem. This chapter also reviews relevant details of the parametric speedup bounding techniques.(A few previous arguments and conjectures by previous authors that have bearing on the study of the influence of random delays are described in Chapter 3.)
Chapter 3 describes the analytical model and experimental results of our study of the influence of random delays on synchronization costs in parallel programs. The implications of these results for parallel program performance prediction are discussed in the following chapter. Other implications of the results are discussed and illustrated in Chapter 8.

Motivated by the above results, Chapter 4 develops a conceptually simple deterministic model for parallel program performance prediction, and discusses issues that arise in implementing and using the model.

Chapter 5 uses five shared-memory programs to evaluate the accuracy, efficiency and general applicability of the deterministic model. Three of these programs are used to evaluate the efficiency and accuracy of representative stochastic models as well, and thus also to compare the deterministic and stochastic models.

Chapter 6 compares the deterministic model with the parametric speedup bounds of Eager, Zahorjan and Lazowska [EZL89], in terms of the complexity of applying the two techniques for specific programs and the qualitative and quantitative information provided by the two techniques.

Chapter 7 discusses the examples where the deterministic model was used to predict and understand the performance of programs on existing and larger machines, and to evaluate design trade-offs in the programs.

Chapter 8 briefly discusses other implications of the results obtained from the study of random delays.

Finally, Chapter 9 summarizes the conclusions of the research reported herein, and explores several related questions that could be addressed in future research.
Chapter 2

Preliminaries and Previous Work

To ensure consistent terminology as well as to provide a perspective on this work, we begin by defining several key terms and concepts in Table 2.1. The fundamental concepts are those of task and task graph. (Our definitions of these terms are similar to the sub-task and the graph model of parallel software used in [EZL89].)

A set of tasks for a program on a particular input represent inherent units of computation, because of two properties conferred by the definition: (1) A task is executed sequentially, i.e., by a single process, in any execution of the program, and (2) A precedence constraint between a pair of tasks can only occur at a task boundary.¹ A task graph describes the parallelism structure of a computation. In many programs, the task graph is the same for all executions on a particular input, regardless of the number of processes or processors used, and also regardless of the scheduling function used; in such programs, the task graph is a representation of the inherent parallelism structure of the program. For example, consider a parallel loop with \( N \) independent iterations, where each iteration is always executed by exactly one process. By our definitions, each iteration forms a task and the task graph for this loop consists of a single parallel phase with \( N \) tasks. Various scheduling functions are possible for such a loop (e.g., static scheduling in blocked or cyclic order, dynamic scheduling, guided self-scheduling [PoK87], etc.), but the task graph is the same in all cases.

In some programs, however, the task graph (or some portion thereof) may necessarily depend on the number of processes used during program execution. A common and simple example occurs when the individual processes require significant and unequal computation for initialization, which must be represented using one task per process in this portion of the graph. Even for such programs,

¹. Note, however, that we are not assuming that the set of tasks representing a program on a particular input is unique. For any program and input, more than one possible set of tasks may meet the definition and thus possess these properties. For example, some tasks in one such set may be broken down into tasks with smaller granularities, yielding another set of tasks for the same program and input.
| Table 2.1. Definitions of Key Terms. |

**Task:** A unit of work in a parallel program that is always executed by a single process in any execution of the program, and such that any precedence relationship between a pair of tasks only arises at task boundaries.

**Task Graph:** A directed acyclic graph in which each vertex represents a task and each edge represents a precedence between a pair of tasks. A task can begin execution only after all its predecessor tasks, if any, complete execution.

**Process:** A logical entity that executes tasks of a program. Also the entity that is scheduled onto processors. Sometimes called a thread.

**Task Scheduling Function:** For a given set of ready tasks and a given idle process, a function that specifies which of the tasks will be executed next by that process.

**Condensed Task Graph:** (For a program where tasks are statically allocated to processes) A directed acyclic graph in which each vertex denotes a collection of tasks executed by a single process, and each edge denotes a precedence between a pair of vertices (i.e. all the tasks in the vertex at the head of the edge must complete before any task in the vertex at the tail can begin execution).

**Fork-join Task Graph:** A task graph consisting of alternating sequential and parallel phases, where each parallel phase consists of a set of independent tasks and ends in a full barrier synchronization [TRS90].

**Series-Parallel Task Graph:** A task graph that can be reduced to a single vertex by repeated applications of *series reduction* or *parallel reduction*: *Series reduction* combines two vertices $V_1$ and $V_2$ into a single vertex if $V_1$ is the only parent of $V_2$ and $V_2$ is the only child of $V_1$. *Parallel reduction* combines 2 vertices $V_1$ and $V_2$ into a single vertex if $V_1$ and $V_2$ have exactly the same parents, as well as exactly the same children [HaM92].

This class includes fork-join graphs but excludes, for example, the task graphs in Figures 5.1 (d,e).

The task graph provides a useful (though less elegant) representation of the parallelism structure.

For the above reasons, we believe the task graph provides an appropriate level of abstraction for an analytical model, and we use it together with a task scheduling function as the basic input to our performance prediction model developed in Chapter 4. It is a less detailed representation than those typically used during measurement or simulation of parallel programs, and yet provides sufficient information for evaluating many important program performance issues. Furthermore, given some reasonable understanding of a program, we have found (e.g., in the experiments in Chapters 5-7) that it is often not difficult to construct the task graph.

This choice of input representation has some limitations. First, in some programs, the task graph or the scheduling function for a particular input depend in complex ways on specific input values rather than in simple fashion on aggregate parameters such as total input size. In such cases, constructing the task graph or scheduling function may require somewhat greater effort. A more serious limitation of the task graph as a model of the parallel structure occurs when the graph (i.e.,
the tasks executed and the dependences between them) can vary from one execution to another, *for the same input*. For example, programs that use branch-and-bound algorithms can exhibit such behavior. In such cases, the task graph only represents a specific execution. Thus, the results of a task-graph-based model will be specific to that particular execution, and care is required in interpreting or generalizing the results.

A much more compact graph representation of a program is the *condensed graph*, specifically a directed acyclic graph whose basic units are the work performed by individual processes between synchronization points, rather than the individual tasks. It follows from the definition that, for any program, the condensed task graph depends on the number of processes used to execute the program, and on the scheduling function used to allocate tasks to processes. For programs with static scheduling and homogeneous tasks (at least in intervals between synchronization points), the condensed graph can be directly constructed from the original graph. Furthermore, a model that can be applied using the original task graph will usually also be applicable using the condensed task graph. This is potentially useful because the condensed graph can be orders-of-magnitude smaller. For example, in a parallel loop with $N$ iterations (tasks) executing on $P$ processors, if the iterations are statically and equally divided among $P$ processes, the corresponding condensed graph would have $P$ vertices, compared to $N$ in the task graph. However, the choice of input graph can strongly affect the accuracy of a stochastic model, as will be shown in Chapter 5.

The definitions in the table distinguish tasks, processes and processors, whereas most previous models discussed in this paper only refer to tasks and processors. We use the same terms when describing those models. Throughout, we use $N$ to denote the number of tasks in a program or program phase, and $P$ to denote the number of processors under consideration.

2.1. A Framework for Parallel Program Performance Prediction Models

A number of previous models for parallel program performance prediction have been constructed as two-level hierarchical models and, in fact, all the models we discuss can be cast into the same hierarchical framework. The higher-level component in this hierarchy represents the task-level behavior of the program, namely task execution and termination, and process synchronization. Assuming individual task execution times are known, this model component computes the overall execution time of the program and perhaps other metrics as well. Most of the difficulty in developing a model usually lies in making this computation tractable, particularly in stochastic models
where synchronization costs can be extremely difficult to compute.

Individual task execution times are computed from the lower-level model component. This component represents system-level effects such as communication costs, interconnection network contention, etc., and is usually a queueing network model of the system. The solution of this model component must account for the effect of task precedences and scheduling. In particular, the task precedences together with the task scheduling function imply that only specific combinations of tasks can be simultaneously in execution. In some models therefore, the queueing network is solved for every possible distinct combination of tasks in execution, while in one model task overlap probabilities derived from the solution of the higher level component are used to incorporate the effect of task precedences. (The latter model thus requires an iterative solution.)

The high-level model component of a model usually plays the primary role in determining the overall accuracy, efficiency and modeling power. In particular, in almost all models, the high-level component determines the representation of task scheduling and execution, and process synchronization. Thus, it determines to which programs (i.e. which classes of task graphs) the model can be applied and (especially in stochastic models) also how efficiently the model can be solved. Most important, the stochastic assumptions in a model affect its accuracy chiefly by affecting the accuracy of synchronization costs computed in the high-level model. Of course, the accuracy of the low-level model component also has an effect on the accuracy of the overall model. Nevertheless, for any particular high-level model and any particular system various choices of low-level model may be possible, depending on the specific experimental environment as well as the desired accuracy of the model results. Thus, the features of the specific low-level model component used in each model are not of fundamental importance, and will only be discussed where necessary.

2.2. Models Applicable to Arbitrary Task Graphs

We begin our discussion of previous work with three models that apply to arbitrary task graphs, and which illustrate the above hierarchical framework as well as the principal difficulties of the general problem.

Thomason and Bay [ThB86] developed a 2-level hierarchical model in which task residence times are assumed to be exponentially distributed. This assumption allows the task-level behavior of the program to be modeled as a Markov chain in which each state represents one possible combination of tasks in execution, and the state transitions correspond to task completions in the program.
Task scheduling can be precisely accounted for when constructing the chain. The Markov chain is their higher level model component. By adding a transition from the end state back to the start state in the chain, the resulting Markov chain can be solved for the steady-state probability distribution and thus the average program completion time. The transition rates between states in the chain are derived from the lower level model, which is a queueing network model of the shared resources in the system. The queueing network has to be solved once for each distinct state of the high level model. The number of states in the state space, and thus the model solution cost, grow combinatorially with the maximum parallelism in the program (i.e. $O(2^N)$ in the worst case). The authors show the model to be accurate for a task graph with $N = 6$ tasks, compared to simulations that also assume exponential task times.

Mohan [Moh84] earlier described a model equivalent to that of Thomasian and Bay, but used a stochastic simulation to find the average program completion time by sampling different execution paths, instead of analytically solving for the steady-state probability distribution of the Markov chain.

Kapelnikov, Muntz and Ercegovac [KME89] also propose a very similar hierarchical model for evaluating programs on distributed systems. Their model assumes a computation control graph, a program representation that is more general than a task graph in that alternative control-flow paths can be represented in the graph. This representation includes task graphs and condensed graphs as special cases. They assume that each node in the computation control graph has an exponentially distributed execution time. In their high-level model, they use a Markov chain solution for specific segments of the graph, and then use numerous complex heuristics to aggregate the individual solutions for segments in series and parallel. The low-level model is a queueing network representing system resources as well as certain synchronization constraints, and is solved once for each state of the Markov chain for each segment. They describe one example evaluating a computation control graph with 15 vertices and a maximum parallelism of 2, but only compare their results to simulations of the graph that also assume exponential task times. Otherwise, the model accuracy and efficiency have not been evaluated.

It is important to note that, for a particular input graph, the above three models use a common underlying Markov chain representation of task-level behavior, principally because of the common assumption of exponential task times. Thus, the high-level components of the three models differ only in the solution techniques used. This equivalence implies that the exponential task assumption
will have very similar impact on the accuracy of all these models. Furthermore, this effect of the exponential task assumption will extend to other models with equivalent representations as well. We will exploit this similarity in our comparison of deterministic and stochastic models described in Chapter 5.

2.3. A Model for Series-Parallel Task Graphs

All the above models explicitly consider the individual combinations of tasks that can be simultaneously in execution (i.e., the detailed state space). Mak and Lundstrom develop a heuristic and fairly complex graph reduction technique as their higher-level model component, to avoid considering the individual program states [MaL90]. This heuristic, however, restricts their model to programs that have series-parallel task graphs. It also requires the assumption that task residence times are exponentially distributed. Given the individual mean task residence times, the graph reduction technique computes the overall program execution time by computing the expected maximum of series or parallel groups of tasks. In order to simply use the expected maximum of task groups, they have to ignore task scheduling and processor contention during the graph reduction. These are instead included in the mean task residence times computed in the lower-level model. In the lower-level, individual mean task residence times are calculated using a closed product-form queueing network in which each task forms a separate customer class and all shared resources (including processors) are represented as queueing centers. To avoid having to solve this queueing network for every possible combination of tasks in execution, the calculation of queueing delays takes into account the average time that the executions of each pair of tasks overlap. These average overlap times are computed as part of the higher-level graph reduction, and thus an iteration is required between the two model components. The space and time complexity of the model solution are $O(N^2)$ and $O(N^3)$ respectively. The authors test the accuracy of the heuristic approximations required to solve the model by simulating hypothetical task graphs with exponential task times and by measuring a synthetic program explicitly written with geometrically distributed task times.
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2. In their paper [MaL90], Mak and Lundstrom mention that instead of assuming exponentially distributed task times, an Erlang distribution can be used to match the actual variance of task time if desired. However, they only derive model equations for the exponential task case and it appears extremely difficult to extend key parts of their model to allow other distributions. Thus, we use their model exactly as derived in their paper, with exponential task residence times.
Note that there is a Markov chain underlying the Mak and Lundstrom model as well, since it also assumes exponentially distributed task times. In general, however, this Markov chain is not equivalent to those in the previous three models because the high level model (which determines the Markov chain) ignores the number of processors and the task scheduling, as explained above. However, if the number of processors is greater than the maximum parallelism in the input graph, this Markov Chain would be equivalent to those in the previous three models. For example, all four models would have equivalent underlying Markov chains when used with the condensed task graph as input; in this case, the task scheduling is incorporated when creating the condensed graph itself.

2.4. Models Restricted to Fork-Join Programs

A number of previous models are restricted to programs with *fork-join task graphs* [AIA91, Cve87, DuB82, HeT83, KrW85, TRS90, TsV90, VSS88], and are all much simpler than models described so far. Of these, perhaps the most general is the seminal model of Kruskal and Weiss [KrW85]. They consider a parallel program consisting of *N* independent parallel tasks executing on *P* processors, and make two simplifying assumptions about task behavior. They assume task execution times to be i.i.d. random variables with an IFR distribution with mean *μ* and variance *σ*.

They also assume that tasks wait in a common queue and as a processor becomes available it is allocated a fixed-size batch of *K* tasks (incurring a fixed overhead of *h* time units). This forms their high-level model, and they do not specify a low-level model component, i.e., they do not specify how *μ* and *σ* should be estimated. Under the above assumptions, they derive the following simple estimate for the total execution time: \( \frac{N}{P} \mu + \frac{Nh}{PK} + \sigma \sqrt{2K \log P} \). This estimate is asymptotically exact as *P* → ∞ and *N/P* → ∞, but has been shown to be fairly accurate compared to simulations for small values of *P*, for a number of task time distributions.

The models of Vrsalovic et al. [VSS88], Cvetanovic [Cve87] and Tsuei and Vernon [TsV90] are the three deterministic models mentioned in Chapter 1. The models of Vrsalovic et al and Cvetanovic apply to iterative parallel programs in which the computational work as well as the
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3. A distribution *F(t)* is said to be IFR, or *Increasing Failure Rate*, if \( F(0) = 0 \) and if, for any \( t_0 > 0 \), \( \frac{1-F(t+t_0)}{1-F(t)} \) is monotone increasing in *t*. IFR distributions are continuous and have decreasing mean residual life [Wol89]. For example, the Erlang and exponential are both IFR but the hyperexponential distribution is not.
communication demand in each iteration can be equally divided among (an arbitrary number of) available processors. These models address the performance impact of two aspects of such programs: (1) the scaling of communication and communication requirements with the number of processors, (represented by deterministic parametric functions), and (2) synchronization costs due to unequal (deterministic) waiting times incurred by the processors for communication resources (memory modules and the interconnection network). The models derive lower and upper bounds on speedup according to whether the processors need or need not synchronize at the end of each iteration.

The model of Tsuei and Vernon represents a program by a parallelism profile, where the phases of the profile are intervals of fixed parallelism derived from the program text, and the total computation requirement in each phase is obtained by measuring a sequential execution. (In practice, this restricts their model to fork-join programs.) In each phase the mean computational requirement as well as the mean overhead costs (communication, forking and lock contention) are assumed to be identical for all active processors. Thus, the model does not represent any synchronization costs in the program. The program execution time is estimated from the parallelism profile assuming processor-sharing in phases where the parallelism exceeds the number of processors used. This portion forms the high-level component of their model, while the simple queueing networks used to separately compute bus contention and lock contention together form the low-level model component. The model is shown to be accurate for three fork-join programs with good load balancing (i.e., in which ignoring synchronization delays at barriers does not introduce significant error).

We will not describe the other, less general, models for fork-join programs here, except to note that both the models of Heidelberger and Trivedi [HeT83] and Towsley et al [TRS90] apply to multiprogrammed parallel systems with multiple parallel jobs (each job is assumed to have the same number of tasks in each parallel phase and each task is exponentially distributed). All other models to which we refer in this paper only consider systems with a single executing job.

Finally, two previous models [LCB92, MaS91] are restricted to specific task graph structures. Madala and Sinclair [MaS91] propose a model that applies to divide-and-conquer task-graphs where tasks at each “level” in the graph have i.i.d. execution times with arbitrary variance, but with the assumption that the number of processors exceeds the maximum parallelism, i.e., task scheduling can be ignored. (They also derive models for fork-join programs that are very similar to the results of Kruskal and Weiss.) Lewandowski, Condon and Bach [LCB92] propose a model applicable to
programs with pipelined task graphs and i.i.d. exponential task times.

2.5. Summary of the State of the Art

We can summarize what is known about the state of the art as follows. For fork-join programs, stochastic models with simplifying assumptions (particularly, i.i.d. task times and simplified task scheduling) have been developed that are efficient to solve [AIA90, DuB82, HeT83, KrW85, TRS90]. To our knowledge, these models have not been tested for accuracy using actual programs. Two efficient deterministic models [TsV90, VSS88] for restricted types of fork-join programs have also been developed, and shown to be accurate for several programs each.

Less restrictive analytical models, namely models that apply to non-fork-join programs and eliminate the above simplifying assumptions, have all assumed exponential task execution times for analytical tractability [KME89, MaL90, Moh84, ThB86]. Again, to our knowledge, none of these models has been tested for accuracy using actual programs, and validations against hypothetical task graphs have not tested the accuracy of the exponential task assumption. Furthermore, all these models use complex solution techniques, including state spaces that grow exponentially with the number of tasks in the models that are applicable to arbitrary task graphs, and no data is available showing the solution efficiency for actual programs.

2.6. Bounds on Parallel Program Performance

In addition to the models reviewed so far, techniques have been developed for computing bounds on the speedup of a program from a few key parameters describing the parallelism structure of the program. Amdahl's Law, based on the fraction of sequential work, is a well known example [Amd67]. Another important example is the set of bounds derived by Eager, Zahorjan and Lazowska, using primarily the average parallelism to characterize program parallelism [EZL89]. One of four equivalent definitions of the average parallelism of a program is the speedup of the program on an unlimited number of processors. Given the average parallelism, \( A \), they derived the
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4. Note that in all references to "the program", we are specifically referring to the behavior of the program for a particular input set. Formally, this behavior is represented by a task graph. All their results require that the task graph be fixed, independent of the number of processors or the task scheduling algorithm used. Under these conditions, the average parallelism, defined above, is an intrinsic property of the task graph [EZL89].
following bounds which hold for any work-conserving task scheduling discipline:

\[
\frac{PA}{P + A - 1} \leq Speedup(P) \leq \min\{P, A\} \tag{2.1}
\]

Furthermore, when these bounds hold, the geometric mean of the bounds lies within 34% of the true speedup, and thus A provides not only bounds but also an estimate of the speedup. They also showed that a tighter lower bound is possible for a specific task scheduling discipline, namely processor sharing, if the maximum parallelism, \(P_{\text{max}}\), is also considered:

\[
\min\left\{A, \frac{PA}{P + A - 1 - (P-1)(A-1)/(P_{\text{max}}-1)}\right\} \leq Speedup(P) \leq \min\{P, A\} \tag{2.2}
\]

(We will refer to these bounds as the \(A\) and \(A+P_{\text{max}}PS\) bounds respectively.) Overhead costs such as due to communication could be represented by including them in the execution times of the tasks when computing A. It is important to note, however, that this is only possible for overhead costs that are fixed, independent of the number of processors. In particular, overhead due to shared resource contention cannot easily be included in this manner. Nevertheless, these bounds appear to provide a simple source of insight into program performance, and it is interesting to compare this insight with those available from a detailed analytical model. We do so in Chapter 6.

A second body of work also derives bounds on the execution time of a parallel program on a specific number of processors [HaM92, YaV91]. Unlike the bounds described above, these results are based on detailed inputs similar to those used in the stochastic models reviewed earlier, namely a full description of the task graph along with the distribution of the individual task execution times. Both approaches provide tight bounds for small graphs when the variance of task execution times is low, but the tightness of the bounds can decrease with the size of the input graph, and is also sensitive to the specific task graph structure. Furthermore, in contrast to previous models, both these techniques only apply to cases where the number of processors available is at least as large as the maximum parallelism in the input graph. Our discussion earlier in this Chapter shows that these techniques could still be applied to programs for which a condensed task graph can be derived (i.e., programs that use static scheduling of tasks). Within these limitations, however, these techniques hold the promise of providing useful bounds, especially when variance of task execution times is low. (Available data on the accuracy and efficiency is confined to small hypothetical task graphs.)

In Chapter 5, we briefly discuss how these two bounding techniques compare with our more detailed modeling approach.
Chapter 3

The Influence of Random Delays on Execution Times in Parallel Programs

The execution of a parallel program on a multiprocessor system is influenced by a number of non-deterministic factors. In particular, inter-process communication events and contention for shared hardware and software resources introduce non-deterministic delays into the execution of a process in a parallel program. (These delays are non-deterministic not only in the sense that they are unpredictable, but also because different executions of the same program on the same input can experience different delays, even if the computation within the program is deterministic.) We refer to such delays as random delays. Consider an interval of execution of a process between consecutive synchronization points. Any random delays experienced by the process during such an interval makes the total length of the interval non-deterministic, potentially affecting the length of time processes must wait for each other at the subsequent synchronization point. Thus, random delays can affect program performance not only by increasing the mean length of the individual process execution times, but also by making these execution times variable, which potentially leads to higher synchronization costs during program execution.

In some programs, the CPU requirements can themselves be non-deterministic, i.e., they can vary significantly across different executions of the program for the same input. For example, in a program containing a heuristic search algorithm such as branch-and-bound, the specific sequence of computation in an execution can affect the subsequent computational work. Since the sequence of computation in a particular execution can itself be influenced by unpredictable communication and contention delays, such programs would have non-deterministic CPU requirements.\(^5\)

Performance models of parallel programs and systems have typically used stochastic task or process execution times to represent non-determinism due to these various sources, as the
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5. Non-deterministic computational behavior can also arise because of algorithms that are intrinsically random, e.g., based on a true random-number generator. We do not include this specialized class when we refer to "programs with non-deterministic CPU requirements."
discussion in Chapters 1 and 2 indicates. In many parallel programs, however, the CPU requirements are fixed or almost fixed for any particular input. (Some evidence for this is provided later in the chapter.) For such programs, does the variability due to random delays justify the stochastic assumptions in these performance models? More generally, how do random delays influence the variance of execution time of synchronizing processes in parallel programs?

The answers to these questions should be useful not only for performance evaluation, but for programmers as well. For example, in current systems, static scheduling of tasks is often considered adequate when the programmer believes that the processing requirements can be evenly divided among the available processors. However, if communication and contention delays introduce significant variance into the execution time of a process between synchronization points, dynamic scheduling of tasks may be necessary to provide adequately balanced execution times across the processes. Thus, an understanding of the magnitude of variability in execution times due to random delays could be directly useful during parallel program development as well. To our knowledge, however, the above questions have not previously been addressed.

In this chapter, we use an analytical model of program behavior parameterized with detailed program measurements to address these questions, and we briefly explore the implications of the results for performance evaluation as well as for parallel programming. We first describe a renewal model of program behavior that can be used to evaluate the variance and distribution of the execution time of a process between synchronization points, in the presence of random delays (Section 3.2). The model yields a simple estimate for the variance in terms of basic and intuitive parameters. In Section 3.3, we apply the model to different phases of several shared-memory programs, using detailed measurements to obtain the necessary parameter values. We also present direct measurements of the variance and distribution of process execution times, which include variability due to processing requirements as well. We use these to compare the relative influence of the two sources of non-determinism, as well as to evaluate the overall variance and distribution of execution time.

In subsequent chapters, we discuss what the results of this study imply for parallel program performance prediction models [KME89, KrW85, MaL90, Nel90, ThB86] as well as for more general stochastic models of parallel systems [BaL90, ChN91, LeV90, LeN91, LCB92, NTT88, Nel90, NTT90, SeT91, ZaM90]. In the former case, the results motivate an approach to analytical parallel program performance prediction that is different from most previous models for this purpose. Developing, validating and demonstrating the usefulness of this approach form the principal subject
of subsequent chapters in this thesis. In the latter case, our work implies that it could be particularly important to evaluate the effect of stochastic model assumptions on model results. In particular, our work shows that simplifying assumptions such as that of exponential task or process execution times do not reflect real program behavior in many programs. Thus, it is important to determine if a result of a parallel system performance model is strongly dependent on the exponential task assumption, since such a result will not be applicable to many parallel programs. We discuss this in a little more detail in Chapter 8, giving one example each of previous results that are and are not strongly dependent on such an assumption. In that chapter, we also briefly discuss an implication of our results for programmers of parallel systems.

3.1. Preliminaries and Related Work

We begin with a discussion of some key terms and concepts, and a review of the few related results and comments by previous authors. The terms task, process and synchronization point were defined in Table 2.1; all three definitions are key to the results in this chapter. A process is the logical entity that executes the tasks of a program. A process will occasionally be required to synchronize with one or more other processes to enforce the precedences between tasks; such a point during the execution of a process is called a synchronization point. In particular, this excludes accesses to synchronization objects such as locks or monitors that are made solely for the purpose of mutual exclusion. (Note that such accesses do not introduce precedences in the task graph.) The delays due to such accesses will be represented as random delays due to shared resource contention, rather than as synchronization points.

We emphasize that the focus of this work is the behavior of a parallel program (in particular, the variance and distribution of execution times) for a single input data set, rather than across different input sets. This is consistent with our goal of understanding the influence of non-determinism on synchronization costs within a parallel program.

To our knowledge, there has been no previous attempt to study the effect of random delays on the variance or distribution of execution times. However, one previous paper focuses on estimating the mean and variance of the processing requirements of tasks in the presence of data-dependent effects such as conditional branch probabilities and loop frequencies [Sar89]. In that work, Sarkar describes a framework for determining the mean and variance of task execution times using frequency information from a counter-based execution profile of the program. For example, his
method could be applied to a particular loop to estimate the mean and variance of the execution time of successive iterations of the loop, due to the above data-dependent effects. In contrast, the goal of our study is to evaluate the variability in total execution time of a particular iteration or set of iterations due to the various sources of non-determinism described above.

Finally, stochastic models that allow general distributions of task-time have been applied using different specific distributions, including the normal distribution. [DuB82, Gre89, KrW85]. Dubois and Briggs [DuB82] as well as Greenberg [Gre89] argued that a task could be asymptotically normally distributed because it is the sum of a large number of (non-deterministic) instruction execution times. Our proof in Appendix A is essentially a formalization of this argument.

3.2. Renewal Model of the Effect of Random Delays

In this Section, we provide a framework for analyzing the variance and distribution of execution time attributable to random delays. We first describe a model of process behavior, and the assumptions in our analysis. In Section 3.2.1, we derive exact and approximate expressions for the variance, and use the exact expression to validate the approximation. We also use the approximate expression to study the variance for hypothetical values of the model parameters. In Section 3.2.2, we use the same model to derive the asymptotic distribution of execution time.

We consider a program executing on a parallel system, and focus on an interval in the execution of one process. In Section 3.3, we will apply the model to intervals between synchronization points, but the model and analysis in this section apply to other intervals such as a single task execution as well. Let $D$ denote the total CPU requirement of the process in this interval, and let the random variable $T$ denote the length of the interval, i.e., the total time to complete this processing requirement. In general, the execution of the process in the interval consists of a sequence of alternating processing and delay sub-intervals, where each delay represents a sub-interval in which the process busy-waits or is suspended (for example, for remote communication, access to a critical section, or other accesses to shared resources). Denoting the number of intervals required to complete the total processing requirement ($D$) by $R$, the lengths of successive processing sub-intervals by $\{P_i, i \geq 1\}$ and the lengths of delay sub-intervals by $\{C_i, i \geq 1\}$ with $C_\Sigma = \sum_{i=1}^{R} C_i$, the total interval length is given by:

$$T = P_1 + C_1 + P_2 + C_2 + \cdots + P_R + C_R + P_{R+1}$$  (1)
We assume (1) that the 2\times R random variables \( \{P_i: 1 \leq i \leq R\} \) and \( \{C_i: 1 \leq i \leq R\} \) are mutually independent, (2) \( \{P_i: 1 \leq i \leq R\} \) have common distribution \( F_P \), (3) \( \{C_i: 1 \leq i \leq R\} \) have common distribution \( F_C \), and (4) that each of these distributions has finite variance. In practice, in the presence of resource contention and non-stationary behavior (such as a burst of cache misses as each new task begins execution) the first three assumptions may be violated. One goal of the measurements in Section 3.3 is to validate the accuracy of the model results. Without these assumptions, the process behavior becomes much more difficult to analyze, and the solution would require more complex (and less intuitive) parameter values that would be difficult to measure for real programs.

For our further analysis of the model, we assume that \( D \) has zero variance, i.e., that \( D \) is constant for this program interval. This assumption is made because the goal of this analysis is to study the variability due to random delays alone. (The implications of this assumption are discussed below.) The random variable \( R \) and the sequence of processing times \( \{P_i: 1 \leq i \leq R+1\} \) must satisfy \( \sum_{i=1}^{R+1} P_i = D \). Under these assumptions, denote the distribution, mean, variance and coefficient of variation of the total execution time \( T \) by \( F_{T|D}, \mu_{T|D}, \sigma^2_{T|D} \) and \( CV_{T|D} \), respectively. Since \( D \) is assumed to be constant, \( CV_{T|D} = \sigma_{T|D}/\mu_{T|D} = \frac{\sigma_{\Sigma D}}{(D + \mu_{\Sigma D})} \). Thus, \( CV_{T|D} \) is a measure of (normalized) variability in the execution time of the interval due to random delays. This is the principal measure we will use to understand the influence of random delays on specific programs, when we apply the model to these programs in Section 3.3.

If the assumption that \( D \) is constant is true for a particular program interval, then \( CV_{T|D} \) is the coefficient of variation of execution time of that program interval. If the value of \( D \) can vary across different executions (for example, if the instructions executed in a task depend on which tasks have previously been completed by other processes), \( D \) itself can be influenced by the random delays experienced by this process as well as other processes of the program. However, if the variability of \( D \) is small relative to the average length of the interval, \( CV_{T|D} \) can still be used to give a qualitative estimate of the impact of random delays. Thus, for such programs, it will be important to understand to what extent the value of \( D \) for this interval can vary across different executions of the
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6. In general, we use \( \mu_X, \sigma^2_X, CV_X \) and \( F_X \) to denote the mean, variance, coefficient of variation and distribution function of the random variable \( X \) (\( CV_X = \sigma_X/\mu_X \)). We denote the Laplace transform of (the distribution of) \( X \) as \( f_X \).
program.

3.2.1. Analysis of the Normalized Variance \(CV_{TI}D\)

The main goal of this section is to derive an expression for \(CV_{TI}D\) in terms of five input parameters: \(D, \mu_R, \sigma_R^2, \mu_C\) and \(\sigma_C^2\), where the latter four terms denote the mean and variance of \(\{P_i : 1 \leq i \leq R\}\) and the mean and variance of \(\{C_i : 1 \leq i \leq R\}\) respectively. We first derive \(\mu_{TI}D\) and \(\sigma_{TI}^2\) in terms of \(\mu_R\) and \(\sigma_R^2\), and then derive \(\mu_R\) and \(\sigma_R^2\) in terms of the other input parameters. Note that \(R\) is determined only by \(\{P_i\}\), i.e., it is independent of \(\{C_i\}\). Hence, for \(x \geq D\), we can write the distribution of \(T, F_{TI}D(x) = P\{T \leq x\}\), as

\[
F_{TI}D(x) = P\{R=0\} + \sum_{k=1}^{\infty} P\{R=k\} P\{\sum_{i=1}^{i=k} C_i \leq x - D\}, \quad x \geq D
\]

\[
= P\{R=0\} + \sum_{k=1}^{\infty} P\{R=k\} F_C^{(k)}(x-D), \quad x \geq D
\]

where \(F_C^{(k)}\) denotes the \(k\)-fold convolution of \(F_C\) with itself. (Note \(F_{TI}D(x)=0, x < D\).) On taking transforms, we obtain:

\[
\mathcal{F}_{TI}D(s) = \sum_{k=0}^{\infty} P\{R=k\} e^{-Ds} \mathcal{F}_C^k(s). \quad (2)
\]

Differentiating (2) and using \(E[T^k] = (-1)^k \frac{d^k}{ds^k} \mathcal{F}_{TI}D(s) \bigg|_{s=0}\) gives \(\mu_{TI}D\) and \(\sigma_{TI}^2\) in terms of \(\mu_R\) and \(\sigma_R^2\):

\[
\mu_{TI}D = D + \mu_R \mu_C \quad (3a)
\]

\[
\sigma_{TI}^2 = \mu_R \sigma_C^2 + \mu_C^2 \sigma_R^2 \quad (3b)
\]

Although (3) gives exact expressions for \(\mu_{TI}D\) and \(\sigma_{TI}^2\), it would be impractical to directly apply these to a particular interval of execution of a real program because of the difficulty of measuring \(\mu_R\) and \(\sigma_R^2\) directly. Specifically, this would require a large number of measured samples of \(R\) for that interval, i.e., it would require repeated detailed measurements of the interval in a number of executions of the program. Instead, our approach is to obtain analytical estimates of \(\mu_R\) and \(\sigma_R^2\) in terms of \(D, \mu_P\) and \(\sigma_P^2\), and thus use (3) to obtain expressions for \(\mu_{TI}D\) and \(\sigma_{TI}^2\) in terms of \(D, \mu_P, \sigma_P^2, \mu_C\) and \(\sigma_C^2\). These five parameters can be estimated by measuring the relevant interval in a single execution of the program, and repeated detailed measurements would not be necessary. We
therefore focus on obtaining exact and approximate expressions for $\mu_R$ and $\sigma_R^2$.

### 3.2.1.1. Exact derivation for $\mu_{T|D}$ and $\sigma_{T|D}^2$

The analysis of $R$ is complicated by the dependence between $\{P_i : 1 \leq i \leq R\}$ and $P_{R+1}$. We can avoid this difficulty by re-casting $R$ as a function of a sequence of independent, identically distributed RVs $\{P_i' : 1 \leq i < \infty\}$, each having the same distribution as each of $\{P_i : 1 \leq i \leq R\}$:

$$R(t) \equiv \max \{ r \geq 0 : \sum_{i=1}^{r \uparrow} P_i' \leq t \} \quad (4)$$

Then $R$, as defined earlier, has the same distribution as $R(D)$, and $P_{R+1} = D - \sum_{i=1}^{R(D)} P_i$. But (4) is just the definition of a renewal process generated by $\{P_i' : 1 \leq i < \infty\}$; specifically, $R(t)$ is the number of renewals by time $t$ [Wol89].

The following expressions for $\mu_R(t) \equiv E[R(t)]$ and its ordinary Laplace transform are well-known [Wol89]:

$$\mu_R(t) = F_P(t) + \mu_R(t) * F_P(t),$$

$$\mathcal{L}(\mu_R(t)) = \frac{F_P(s)}{1 - F_P(s)}, \quad (5)$$

The corresponding expressions for $\mu_{R^2}(t) \equiv E[R^2(t)]$ and its Laplace transform are also not difficult to derive [Wol89]:

$$\mu_{R^2}(t) = \mu_R(t) + 2 \int_0^t \mu_R(t-x) d\mu_R(x), \ t \geq 0$$

$$\mathcal{L}(\mu_{R^2}(t)) = \frac{(1 + F_P(s)) F_P(s) / s}{(1 - F_P(s))^2}, \quad (6)$$

where $\mathcal{L}(\mu_R(t))$ and $\mathcal{L}(\mu_{R^2}(t))$ denote the ordinary Laplace transforms of $\mu_R(t)$ and $\mu_{R^2}(t)$ respectively, and $*$ denotes the convolution operator. Equations (5) and (6) together allow us to compute $\mu_R(D)$ and $\sigma_R^2(D)$ for a particular distribution $F_P(t)$, but this generally requires numerical inversion of the Laplace transforms. A more practical application of (5) and (6) is to validate simpler approximations for $\mu_R$ and $\sigma_R^2$, which we derive next.
(a) $F_P$: Gamma Distribution  
(b) $F_P$: Hyper-Exponential Distribution ($p_1 = 0.9$)

Figure 3.1. Relative error in the approximations for Mean $\mu_{T_{1D}}$ (top), Variance $\sigma^2_{T_{1D}}$ (center), and Coefficient of Variation $CV_{T_{1D}}$ (bottom)  
$\mu_C = \mu_P = 0.5$, $CV_C = 2.0$
3.2.1.2. Approximate expressions for $\mu_{T|I}$ and $\sigma^2_{T|I}$

Estimates for $\mu_R(t)$ and $\sigma^2_R(t)$ are given in the Central Limit Theorem for renewal processes [Wol89], which states that as $t \to \infty$, $R(t)$ is asymptotically normal with mean $t/\mu_P$ and variance $t\sigma^2_R / \mu_P^3$. Therefore, we estimate $\sigma^2_R$ by $D\sigma^2_R / \mu_P^3 = (D/\mu_P)CV_P^3$. Using these estimates for $\mu_R$ and $\sigma^2_R$ in (3) gives us our final approximate expressions for the mean and variance of $T$:

$$\mu_{T|I} \approx D \left( 1 + \frac{\mu_C}{\mu_P} \right), \quad \sigma^2_{T|I} \approx \frac{D}{\mu_P} \mu_C^2 \left( CV_C^2 + CV_P^2 \right),$$

(7a)

i.e.,

$$CV_{T|I} \approx \frac{1}{\sqrt{D/\mu_P}} \frac{\mu_C}{\mu_C + \mu_P} \sqrt{CV_C^2 + CV_P^2}$$

(7b)

The key terms in this expression for $CV_{T|I}$ include the average number of sub-intervals: $D/\mu_P=\mu_R$, the average fraction of time the process is delayed: $\mu_C/(\mu_C+\mu_P)$, and a term representing the variability of the individual processing and delay sub-intervals.

The above expressions for $\mu_{T|I}$, $\sigma^2_{T|I}$ and $CV_{T|I}$ are only asymptotically exact, but they can be compared at finite $D$ against exact values calculated using (5) and (6), for specific distributions $F_P$, and specific values of $\mu_P$, $\mu_C$, $CV_P$ and $CV_C$. We do so in Figure 3.1 using gamma and 2-stage hyperexponential distributions for $F_P$, for $\mu_C/\mu_P = 1$, $CV_C = 2.0$ and for a range of values of $CV_P$.

The figure shows that for $\mu_C/\mu_P = 1$, the error in the approximation is potentially significant when $D/\mu_P < 40$ and $CV_P$ or $CV_C > 4$, but is likely to be acceptably low otherwise. The error increases when $\mu_C/\mu_P$ increases (not shown), and $\mu_C = \mu_P$ is conservative relative to measured parameter values in Section 3.3.

3.2.1.3. Quantifying the Variance due to Random Delays

A key observation from (7) is that $CV_{T|I}$ decreases as $1/\sqrt{\mu_R} = 1/\sqrt{D/\mu_P}$. Thus, for intervals containing a very large number of delays, we expect the total delay time to have very little overall variability relative to $T$. (Intuitively, the individual fluctuations of a large number of delay times will tend to cancel each other out in the long run.) We can use (7) to quantify how large $D/\mu_P$ must be for this observation to hold, for various values of the other parameters. In Figure 3.2, we again set $\mu_C = \mu_P$ and show $CV_{T|I}$ for a wide range of $CV_P$ and $CV_C$. (Note that $CV_P$ and $CV_C$ are}

7. In fact, this expression for the mean is exact for all $t > 0$ if, and only if, the first interval $P_1$ has distribution equal to the distribution of residual life of $P_i$, $i \geq 2$. For example, this holds automatically for the exponential distribution.
Figure 3.2. Effect of random delays on relative variability of total delay ($CV_{T|D}$).

$\mu_P = \mu_C = 1$

interchangeable as far as their influence on $CV_{T|D}$ is concerned.) The graphs show that $CV_{T|D}$ can be high (>0.5) when $CV_P$ or $CV_C$ is very high (≥10) and the interval contains 100 or fewer delays. For intervals with 1000 or more delays, however, $CV_{T|D}$ is low even when $CV_P$ and $CV_C$ are as large as 10 and $\mu_C = \mu_P$. Furthermore, when $CV_P$ and $CV_C$ are close to 1, even intervals containing as few as 50 delays have very low $CV_{T|D}$.

The above arguments are inconclusive about whether random delays cause significant variability in actual programs, since it is unknown what values of the model parameters occur in practice. One goal of the measurements presented in Section 3.3 is to obtain these parameter values for real programs, and show where in the parameter space typical programs can be expected to lie.

3.2.2. Asymptotic Analysis of the Distribution $F_{T|D}$

We were able to obtain explicit expressions for $\mu_{T|D}$ and $\sigma_{T|D}^2$ in terms of the Laplace transforms of $\mu_R$ and $\sigma_R^2$. Obtaining general expressions for the distribution of $T$ is difficult. We can, however, derive the form of the distribution in the special case when $D$ is large. In that case, we show in Appendix A that it is possible to apply the version of the Central Limit Theorem for cumulative (regenerative) processes [Wol89] to prove:
\( T(D) \Rightarrow \text{Normal}(\mu(D), \sigma(D)) \) as \( D \to \infty \), where

\[
\mu(D) = D + \frac{D \mu_C}{\mu_P},
\]

\[
\sigma^2(D) = \frac{D \sigma_C^2}{\mu_P} + \frac{\mu_C^2 D \sigma_P^2}{\mu_P^3},
\]

and \( \Rightarrow \) denotes convergence in distribution.

Two points are worth noting here. First, the mean, \( \mu(D) \), and variance, \( \sigma^2(D) \), are the same as \( \mu_{TID} \) and \( CV_{TID} \) calculated in (7) using the estimate for \( \mu_R \) and \( \sigma_R^2 \). Second, there is an important difference between the estimates for \( \mu_R \) and \( \sigma_R^2 \) and the asymptotic normal distribution of \( T \) calculated in (8): the convergence in (8) depends on \( \sigma_C^2 \), whereas the estimates of \( \mu_R \) and \( \sigma_R^2 \) did not. Thus, high variance of communication delays could make a moderately large task look different from normal, but the estimate for \( \mu_R \) and \( \sigma_R^2 \), and hence the estimate in (7) for \( \mu_{TID} \) and \( \sigma_{TID}^2 \), could still be accurate.

### 3.3. Applications of the Model

In this section, we address the questions raised in Section 3.2, using data obtained from measurements of parallel programs. We begin with a description of the applications and measurement methodology in Section 3.3.1. In Section 3.3.2, we apply the renewal model to study the impact of random delays on these programs, by using the data to show where in the parameter space of the model these programs lie. In Section 3.3.3, we examine whether the assumptions of the model introduce significant errors into the qualitative conclusions obtained. While addressing this question, we measure the overall variance in process execution times, due to both random delays and variation in processing requirements. This also allows us to comment on the total variance found in practice. Finally, in Section 3.3.4 we examine whether real programs exhibit normally distributed process execution times in practice.

### 3.3.1. Applications and Measurement Methodology

We measured a variety of applications on a 20-processor Sequent Symmetry S-81, as well as a few shared-memory applications running on the Thinking Machines CM-5. Table 3.1 gives a brief overview of the applications and inputs. \( \text{Small} \) and \( \text{Large} \) are mainly labels we will use for
<table>
<thead>
<tr>
<th>Name</th>
<th>Application</th>
<th>Phase Structure</th>
<th>Dominant Phases</th>
<th>Input Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP3D</td>
<td>Hypersonic flow simulation</td>
<td>Five phases with intervening barriers</td>
<td>Move: more than 90% of total work</td>
<td>Small: 5000 mols.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Large: 20000 mols.</td>
</tr>
<tr>
<td>Locus</td>
<td>Standard cell wire routing</td>
<td>Two iterations, parallel loop per iteration</td>
<td></td>
<td>Small: bnrE</td>
</tr>
<tr>
<td>Route</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>Water molecule simulation</td>
<td>One large, several small phases; intervening barriers (per iteration)</td>
<td>Inter-molecular force evaluation: almost all the work.</td>
<td>Small: 64 mols.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Large: 343 mols.</td>
</tr>
<tr>
<td>Barnes</td>
<td>Gravitational N-body simulation</td>
<td>One large, several small phases</td>
<td>Force computation: 90% of total work</td>
<td>Small: 1024 bodies</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Large: 8192 bodies</td>
</tr>
<tr>
<td>Bicon</td>
<td>Graph Biconnectivity</td>
<td>More than 50 phases; intervening barriers</td>
<td></td>
<td>Large: 4096 nodes,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16384 edges</td>
</tr>
<tr>
<td>Hydro</td>
<td>Particle motion in viscous fluids</td>
<td>$N$ parallel loops ($N =$ no. of particles)</td>
<td></td>
<td>Toy: 2 particles</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Small: 8 particles</td>
</tr>
<tr>
<td>PSIM</td>
<td>Multistage network simulation</td>
<td>Single parallel phase per iteration</td>
<td></td>
<td>Small: 1024 nodes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Large: 4096 nodes</td>
</tr>
</tbody>
</table>

Table 3.1. Applications used for the Measurement Experiments.

convenience. The Large input size is a somewhat more realistic data set than the Small size.) Four of the applications (MP3D, Locus Route, Water and Barnes) are from the Splash suite, which was developed to provide a realistic set of parallel applications for performance evaluation of parallel systems [SWG92]. The other three are also real applications in the sense that they were written to solve computationally intensive problems of interest to their authors. Hydro is a parallel simulation of particle motion in viscous fluids, with efficient communication. [FuK92]. PSIM was developed at Lawrence Livermore Laboratories to simulate the indirect binary n-cube memory server network in a large parallel vector-processing environment [Bro88b]. Bicon is an implementation of a parallel algorithm to find the biconnected components of large graphs [TaV85].

We measured each of the programs running stand-alone, allowing us to characterize the non-determinism intrinsic in the program. This is important because parallel system models (such as those for parallel program performance prediction or for analysis of scheduling policies) require parameters that characterize the intrinsic behavior of the program as input. It is also worth noting that intrinsic random delays are the key unknown for determining synchronization costs in multiprogrammed systems where the processes of an application are (essentially always) co-scheduled. The intrinsic random delays in the applications of Table 3.1 are communication delays due to remote memory accesses. In particular, page faults and lock contention did not cause significant
delays in these programs.

For each application, we focused on one to three phases of the program, where a phase is bounded by barrier synchronizations, and has no intervening synchronization points. We measured one process in each phase, and the interval length \( T \) corresponds to the execution time of the measured process between the corresponding barriers. \( D \) is the total processing requirement in that interval, and the delay sub-intervals \( \{c_i\} \) are the remote communication delays. The experiments in Sections 3.3 and 3.4 require repeated measurements of a particular phase; exactly the same input data set is used for each such measurement, as explained in Section 3.1.

3.3.2. Measurements for Evaluating Execution Time Variance

Before presenting the results for the evaluation of variance due to random delays, it is important to recall that \( CV_{T|D} \) (the measure of interest) will be estimated for a program phase from a single execution of the program, as explained below equation (3). As discussed in Section 3.2, for program phases in which the processing requirement \( (D) \) does not vary across different runs, \( CV_{T|D}^2 \) is the normalized variance in execution time of the interval, due to random delays. For phases in which \( D \) varies across runs but the variability in \( D \) is small relative to the average length of the interval (see Section 3.3.3), \( CV_{T|D} \) should still give a qualitative estimate of the influence of random delays on the variance of execution time.

3.3.2.1. Measurements on the Sequent Symmetry

Shared-memory on the Sequent Symmetry is supported by an invalidation-based snooping cache protocol, and the communication delays are due to three types of remote requests (read-shared, read-invalidate and invalidate). The measurements were made using non-intrusive hardware probes to record the relevant bus events.\(^8\) The various parameter values were subsequently derived from the stored traces.

---

\(^8\) A Tektronix DAS 9200 Logic Analyzer was used for this purpose.
Table 3.2. Measurements of Renewal Model Parameters: Sequent Symmetry†.

<table>
<thead>
<tr>
<th>Application</th>
<th>Measured Parameter Values</th>
<th>Model Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input</td>
<td>$D \times 10^3$</td>
</tr>
<tr>
<td>MP3D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Res-Move</td>
<td>Small</td>
<td>7.7</td>
</tr>
<tr>
<td>Res-Coll</td>
<td>Small</td>
<td>11.7</td>
</tr>
<tr>
<td>Move</td>
<td>Small</td>
<td>608.2</td>
</tr>
<tr>
<td>Res-Move</td>
<td>Large</td>
<td>26.3</td>
</tr>
<tr>
<td>Res-Coll</td>
<td>Large</td>
<td>33.7</td>
</tr>
<tr>
<td>Move</td>
<td>Large</td>
<td>2396.7</td>
</tr>
<tr>
<td>PSIM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>Small</td>
<td>325.5</td>
</tr>
<tr>
<td>-</td>
<td>Large</td>
<td>1507.9</td>
</tr>
<tr>
<td>Bicon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conn1</td>
<td>Large</td>
<td>191.7</td>
</tr>
<tr>
<td>Low/high</td>
<td>Large</td>
<td>279.9</td>
</tr>
<tr>
<td>Tour</td>
<td>Large</td>
<td>3785.2</td>
</tr>
<tr>
<td>Locus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In. 2</td>
<td>Small</td>
<td>2159.8</td>
</tr>
<tr>
<td>In. 1</td>
<td>Small</td>
<td>2904.1</td>
</tr>
<tr>
<td>Route</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inter-mol</td>
<td>Small</td>
<td>4203.0</td>
</tr>
<tr>
<td>Inter-mol</td>
<td>Large</td>
<td>122667.6</td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Force</td>
<td>Small</td>
<td>16577.9</td>
</tr>
<tr>
<td>Force</td>
<td>Large</td>
<td>223443.5</td>
</tr>
<tr>
<td>Barnes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Force</td>
<td>Toy</td>
<td>102967.3</td>
</tr>
<tr>
<td>Hydro</td>
<td>Small</td>
<td>336718.3</td>
</tr>
</tbody>
</table>

† $\mu_p$, $\mu_c$ and $R$ are in units of bus cycles (0.1 microseconds).
$D$ and $\mu_{TID}$ are in units of 1000 bus cycles (100 microseconds).
Table 3.2 gives the measured parameter values, as well as the model results ($\mu_{T|D}$ and $CV_{T|D}$), for each of the application phases executing on 16 processors on the Sequent. Values for $\mu_P$ and $\mu_C$ are given in units of bus cycles (equal to 0.1 microseconds), and for $D$ and $\mu_{T|D}$ in units of 1000 bus cycles (100 microseconds). The applications are listed in generally increasing order of processing demand $D$, although the demand varies from phase to phase in each application. In addition to the five basic input parameters, we also give the values of $R = D/\mu_P$ (the measured number of random delays) and $\mu_C/(\mu_C+\mu_P)$.

Before interpreting the results obtained, two points are worth noting about the measured parameters in Table 3.2. First, the values fall in the region of the parameter space where the approximate solution of the renewal model is expected to be accurate (Figure 3.1). Second, the measured application phases vary widely in terms of all five input parameters, as well as the number of random delays ($D/\mu_P$) and communication overhead ($\mu_C/(\mu_C+\mu_P)$). In particular, the total processing demand ($D$) varies by more than 4 orders of magnitude (from 770 microseconds for the Res-Move phase of MP3D to more than 33 seconds for Hydro), the number of random delays varies (somewhat in proportion to $D$) from 33 to 72707, $CV_P$ and $CV_C$ are as high as 4.35 and 1.68 respectively, and communication overhead is as high as 0.24 (Bicon). Thus, the measured applications have widely varying behavior, and communication requests experience significant variability.

The most striking observation from the table is that in every one of these application phases, the predicted variability of execution time due to random delays ($CV_{T|D}$) is extremely low. The highest estimated $CV_{T|D}$ on this system is 0.022 (for the Res-Move phase of MP3D) and this was obtained with a much smaller input size than expected in practice [SWG92]. To analyze these results further, we compare the measured parameters against regions of the parameter space in Figure 3.2 (recalling that Figure 3.2 is pessimistic for communication overhead less than or equal to 0.24). In all but a few of the cases $D/\mu_P > 1000$ and, as shown in Figure 3.2, this alone explains why the predicted $CV_{T|D}$ is extremely low for those cases. Thus, $D/\mu_P$ has a dominant role in determining $CV_{T|D}$ in most cases on this system. In the few cases where $D/\mu_P$ is on the order of 100 or less (and in many other cases in the Table), $CV_P$ and $CV_C$ are both less than 2. Thus, again, $CV_{T|D}$ is extremely low. In fact, for the worst case combination of parameter values across all the measured application phases ($D/\mu_P = 33, \mu_C/(\mu_C+\mu_P) = 0.24, CV_P = 4.82$ and $CV_C = 1.68$), the renewal model predicts that $CV_{T|D}$ would be 0.21, which is still low.
We next consider how these parameter values could change for applications on highly parallel shared-memory systems. First, the range of $D/\mu_P$ seen here (more than 4 orders of magnitude) could be representative of larger systems as well. Large values of $D/\mu_P$ are still likely to occur due to scaling up problem sizes, yet the fraction of applications that have small $D/\mu_P$ could also increase if finer granularity of synchronization is supported efficiently in future systems, or if applications can use new primitives to completely overlap a significant fraction of communication events with computation. In applications for which $D/\mu_P$ is as large as in most cases seen here, $CV_{T1D}$ should continue to be low, because the effect of $\mu_C/(\mu_C+\mu_P)$, $CV_P$ and $CV_C$ would have to be one to two orders of magnitude higher than observed here to yield even $CV_{T1D} \geq 0.1$. In applications where $D/\mu_P$ is significantly lower, increases in $\mu_C/(\mu_C+\mu_P)$, $CV_P$ or $CV_C$ are important to consider. It is not clear how these parameters would extrapolate to other applications and systems. Efficiency considerations alone dictate that $\mu_C/(\mu_C+\mu_P)$ will generally be less than about 0.5 (i.e., 50% efficiency).\(^9\) $CV_P$ arises due to the non-uniform intervals between cache misses and there do not appear to be reasons to believe that this will be significantly different in future systems. We next discuss two further experiments that were designed with the goal of producing higher values of $CV_C$ and $\mu_C/(\mu_C+\mu_P)$, which could exist in future parallel systems. In any case, the model demonstrates the need to obtain these parameter values, and provides a framework for estimating the influence of these parameters as future systems become available.

3.3.2.2. Measurements on the Sequent with External Bus Load

For this experiment, we wrote an artificial parallel program to increase the bus contention. All tasks of the “bus-loading” program repeatedly read and write a fixed memory location causing that cache line to bounce from cache to cache. We repeated the measurements with MP3D, PSIM or Bicon running on 4 processors, and the bus loading program on 14 other processors. (We used the smaller input size in each case, which gives approximately the same total work per process per phase as the larger input on 16 processors). The results for these measurements are given in Table 3.3. Comparing with the numbers in Table 3.2, we see that $\mu_C/(\mu_C+\mu_P)$ is much higher, yet $CV_C$ is not significantly different despite the increased contention. Thus, the highest estimated value of

---

\(^9\) On multithreaded processors, however, $\mu_C/(\mu_C+\mu_P)$ could be somewhat higher and still allow reasonable efficiencies.
Table 3.3. Measurements of Renewal Model Parameters: Sequent Symmetry with Bus Load†.

<table>
<thead>
<tr>
<th>Application</th>
<th>Measured Parameter Values</th>
<th>Model Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program</td>
<td>Input</td>
<td>(D \times 10^3)</td>
</tr>
<tr>
<td>MP3D</td>
<td>Small</td>
<td>26.3</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>2342.0</td>
</tr>
<tr>
<td>PSIM</td>
<td>Small</td>
<td>1303.9</td>
</tr>
<tr>
<td>Bicon</td>
<td>Small</td>
<td>162.8</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>6443.5</td>
</tr>
</tbody>
</table>

† \(\mu_P\), \(\mu_C\) and \(R\) are in units of bus cycles (0.1 microseconds).
\(D\) and \(\mu_{TD}\) are in units of 1000 bus cycles (100 microseconds).

Table 3.4. Measurements of Renewal Model Parameters: CM-5 + Wisconsin Windtunnel†.

<table>
<thead>
<tr>
<th>Application</th>
<th>Measured Parameter Values</th>
<th>Model Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program</td>
<td>Input</td>
<td>(D) (ms)</td>
</tr>
<tr>
<td>MP3D</td>
<td>Small</td>
<td>44.82</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>147.84</td>
</tr>
<tr>
<td>Water</td>
<td>Small</td>
<td>253.8</td>
</tr>
<tr>
<td></td>
<td>Large(512)</td>
<td>6729.27</td>
</tr>
</tbody>
</table>

† \(\mu_P\), \(\mu_C\) and \(R\) are in units of 1 microsecond. \(D\) and \(\mu_{TD}\) are in units of 1000 microseconds.
CV_{T1D} seen here is still only 0.025.

3.3.2.3. Measurements on the CM-5

We were also able to measure two of the above programs on a 32-processor Thinking Machines CM-5, a system that is scalable to much larger numbers of processors. Since the CM-5 does not support shared memory, we used the Wisconsin Windtunnel [RHL93] to simulate the execution of the shared-memory applications. In this simulator, the application program executes most of the time at full hardware speed on the processing nodes of the CM-5, but traps into software on memory references to cache blocks that would not be in the target machine's cache. Explicit messages are used to obtain remote cache blocks. As on the Sequent, the delays for remote communication were the delay intervals, \( \{ C_i : 1 \leq i \leq R \} \). Since every remote communication event causes a trap into the software handler on the local node, the measurements are done in software. In measuring the processing intervals, we ensured that the time to service remote memory requests (i.e. interrupts) from other nodes was excluded. Other than these interrupts the application runs at full hardware speed between traps; hence the measured processing intervals are realistic values for these applications. The software overhead required to service the traps could not be fully eliminated and therefore the measured communication costs are higher than on large-scale parallel systems of the future. These measurements serve to test our conclusions under high communication overhead.

We ran the simulator with a 64 kilobyte, 4-way set associative cache per node, and a full-directory non-broadcast invalidate cache coherence protocol [ASH88]. One might expect CV_{C} to be high on this system because some but not all remote requests have to be forwarded from the directory to a third node that will supply the updated copy of the block, and also because there could be significant queueing delays for the trap handlers on the nodes.

The data for MP3D and Water are given in Table 3.4. The communication overhead for Water is high (as expected) but perhaps only slightly higher than is likely in communication-bound applications on future parallel systems. In MP3D however, the overhead is extremely high, because of very frequent remote communication as well as extremely high cost (1.5 milliseconds) per cache miss. In practice, applications may have to restructured for less frequent communication, and MP3D can be considered an extreme case to test the conclusions of the model. Despite the high overhead, CV_{C} is not significantly higher than in the previous experiments for either program, and CV_{T} is still only 0.2 or less. Unless much higher CV_{C} is observed when more of the communication
Figure 3.3. Coefficient of variation of communication costs on a 2-level ring hierarchy.

Assumptions: 1. Accesses that use both rings take 10 times as long as those that use one ring
2. Latencies in either case are exponentially distributed
   (i.e., overall distribution is hyper-exponential)

is implemented in hardware, it seems plausible that even in such systems communication costs will not introduce significant variability in execution times.

Since even in the above experiments, the values of \( CV_C \) obtained were not significantly higher than on the Sequent, we explore the behavior of \( CV_C \) on another network which might be expected to have widely varying communication delays, namely the multi-level ring network such as in the Kendall Square KSR1. On a KSR1 with a 2-level network, i.e., up to 1024 processors, the average latencies of requests that cross both rings is about a factor of 4 higher than requests that use only one ring [KSR91]. Assume a higher ratio of 10, and assume requests at each level have exponentially distributed latencies (motivated by the measured values of \( CV_C \) on the Sequent as well as the CM-5). In Figure 3.3, we plot the overall coefficient of variation of communication latency (i.e., \( CV_C \)) as a function of the probability that a request uses only 1 ring. The figure shows that even with this network, the value of \( CV_C \) stays below 2.3. Actually, such values of CV do represent high variability in absolute terms, and these data again indicate that much higher values of CV may not occur in practice.
3.3.3. Measurements of $CV_T$ (and $CV_{T|D}$)

The measurements we present in this subsection have two goals. First, we estimate $CV_T$, i.e., the variability in $T$ due to all sources, using direct measurements of a set of the application phases, to see how much overall variability occurs in practice. Second, we use these measurements of $CV_T$ for two purposes: (1) to qualitatively validate the values of $CV_{T|D}$ predicted by the renewal model in cases where this is possible, and (2) to compare the relative influence of variability in processing requirement $D$ and variability in total delay $C_T$ in cases where this is relevant.

Table 3.5 gives values of $CV_T$ measured in software for several application phases on the Sequent Symmetry (estimated using samples of $T$ from 100 to 300 runs of each phase).\textsuperscript{10} The predicted values of $CV_{T|D}$ for these phases are repeated from Tables 3.2 and 3.3 to aid in the comparisons below. The measured values of $CV_T$ show that in all but one of these programs, the overall variability due to processing requirements as well as communication delays is very low (less than 0.05), and it is also fairly low in the exceptional case of Locus Route.

For several of the measured phases (i.e., those in MP3D, Water and Barnes), $D$ is fixed for different runs on the same input. In these cases, $CV_T$ should be equal to $CV_{T|D}$, thus the measured $CV_T$ can be directly used to validate the predicted values of $CV_{T|D}$. In each of these cases, the measured and predicted values agree within the expected accuracy of the software measurements. For the remaining cases in the table, the measured $CV_T$ provides an (approximate) upper bound on $CV_{T|D}$. Thus, in all cases except Locus Route the measured values of $CV_T$ directly indicate that the very low variability predicted by the renewal model is qualitatively correct.

Bicon, Locus Route and PSIM each have variability in $D$ due to the nature of the computational algorithm. (For example in Locus Route, a process repeatedly computes the route for the next wire in a work queue, where the time to compute the route depends on which wires have previously been routed. Variability in the initial task assignments as well as in the individual task execution times due to random delays will cause $D$ to vary across different runs.) In these cases, the values of $CV_T$ and $CV_{T|D}$ (assuming these are approximately accurate) suggest that the variability in $D$ dominates that in the total delay (but is still low). In the case of Bicon, we were able to obtain

\textsuperscript{10} A higher degree of accuracy in the measured $CV_T$ could be obtained with increased effort by increasing the number of samples and/or by using hardware measurement probes. The increased accuracy is not needed here.
Table 3.5. Measured Total CV₇ and Predicted CVᵀID⁺.

<table>
<thead>
<tr>
<th>Program Phase</th>
<th>Input</th>
<th>Measured</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP3D</td>
<td>Move</td>
<td>Small</td>
<td>0.0076</td>
</tr>
<tr>
<td>MP3D</td>
<td>Move</td>
<td>Large</td>
<td>0.0058</td>
</tr>
<tr>
<td>PSIM</td>
<td>-</td>
<td>Small</td>
<td>0.0335</td>
</tr>
<tr>
<td>PSIM</td>
<td>-</td>
<td>Large</td>
<td>0.0098</td>
</tr>
<tr>
<td>Bicon</td>
<td>Conn1</td>
<td>Large</td>
<td>0.0108</td>
</tr>
<tr>
<td>Bicon</td>
<td>Tour</td>
<td>Large</td>
<td>0.0345</td>
</tr>
<tr>
<td>Bicon</td>
<td>Lowhigh</td>
<td>Large</td>
<td>0.0404</td>
</tr>
<tr>
<td>Locus Route</td>
<td>In. 2</td>
<td>Small</td>
<td>0.0882</td>
</tr>
<tr>
<td>Locus Route</td>
<td>In. 1</td>
<td>Small</td>
<td>0.1396</td>
</tr>
<tr>
<td>Water</td>
<td>Inter-mol</td>
<td>Small</td>
<td>0.0006</td>
</tr>
<tr>
<td>Barnes</td>
<td>Force</td>
<td>Small</td>
<td>0.0008</td>
</tr>
<tr>
<td>Barnes</td>
<td>Force</td>
<td>Large</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

† First case is for MP3D running on 4 processors, with bus load from 14 processors. All others are on 16 processors, with no external load.

Further evidence for this conjecture, using the following calculation for the Lowhigh phase. Each task execution time in this phase is determined by a measure of a node in the graph that appears to vary quite randomly for each task across different runs. Furthermore, the measured variance of execution times of all tasks of the phase in a single run on one processor agreed very closely with the measured variance of a subset of the tasks that would have been assigned to the measured process during a parallel run. We thus hypothesized that the measured variance in task times on a single processor is a good estimate of the variance in task processing requirements across different parallel runs, for the tasks assigned to the process. Using this to calculate the component of CV²₇ due to variations in D, we obtained a value of (0.042)². Thus, this value added to CV²ᵀID agrees quite closely with the measured value of CV²₇.

3.3.4. Measurements of Execution Time Distribution

In Section 3.2.2, we showed that the distribution of execution time in an interval asymptotically approaches a normal distribution, when the non-determinism is due to random delays. Since this is an asymptotic result and since there are other sources of non-determinism, it is important to determine if real program phases show normally distributed execution times. This can be done using the measured samples of running times used in Section 3.3.3. Here, the samples are used to
construct an empirical distribution which is an estimate for the unknown parent distribution. Furthermore, the mean \( \mu \) and variance \( \sigma^2 \) of the samples can be used to construct a Normal distribution, and thus the shape of the estimated parent can be directly compared to a Normal for each phase. In addition, the Kolmogorov-Smirnov statistic can be constructed from the measured samples and used to derive a confidence band for the actual parent distribution [Tri82]. This gives an error bound between the estimated and actual parent distribution at a certain level of confidence.

The empirical distribution calculated using 300 samples, the upper and lower ends of the 95% confidence band, and the predicted Normal distribution, are shown in Figure 3.4(a) for the Conn1 phase of Bicon. We see that the empirical distribution very closely tracks the normal distribution. The corresponding curves are given for the Lowhigh phase in Figure 3.4(b), and although we believe the variations in task execution times are the dominant cause of variance in this case, we again see that the empirical distribution closely tracks the normal. In fact, this is not surprising because the measured process executes 256 individual statistically identical tasks, and thus the sum of the processing requirements itself has converged to a normal distribution. The width of the confidence bands is \( \pm 0.076 \) in both cases. The same data (from 80 and 100 samples) are shown in Figure 3.4(c) for the Move phase of MP3D executing on 16 processors with an input size of 20000 particles, and in Figure 3.4(d) for MP3D executing on 4 processors with input size of 5000 particles, but with the external bus loading program executing on 14 processors in the latter case. In both cases, the distribution is very close to normal.

Finally, the curves for the two iterations of Locus Route are shown in Figure 3.4(e,f). The empirical distributions (calculated using 100 samples each) are different from the corresponding (predicted) normal distribution in each case, particularly for Iteration 1 which clearly shows a trimodal form. The processing demands of a task in this program can be affected by which tasks have been completed previously (and thus even by the order of previous completions), and in a few runs the execution times of the iterations are significantly higher than in most other runs. The variability in communication delay, which would otherwise yield normally distributed execution times, is much smaller than this variability in processing demand.
(a) Bicon: Phase Conn1

\[ \mu_T = 23.35 \text{ ms.} \]
\[ CV_T = 0.011 \]

(b) Bicon: Phase Lowhigh

\[ \mu_T = 28.65 \text{ ms.} \]
\[ CV_T = 0.040 \]

(c) MP3D: Phase Move

\[ \mu_T = 247.94 \text{ ms.} \]
\[ CV_T = 0.005 \]

(d) MP3D: Phase Move (with Bus load)

\[ \mu_T = 271.7 \text{ ms.} \]
\[ CV_T = 0.008 \]

(e) Locus Route: Iteration 1

\[ \mu_T = 360.63 \text{ ms.} \]
\[ CV_T = 0.14 \]

(f) Locus Route: Iteration 2

\[ \mu_T = 298.05 \text{ ms.} \]
\[ CV_T = 0.089 \]

Figure 3.4. Comparing measured execution time distributions and predicted Normal.
3.4. Summary and Discussion

In this chapter, we have studied the effect of random delays, as well as other sources of non-determinism, on the execution time of processes in parallel programs. We described an analytical model of program behavior that yields considerable insight into the effect of random delays on the variance and distribution of process execution time over any interval. We used detailed measurements of several shared-memory programs on two different systems to parameterize and apply the model to those programs, and thus to evaluate the variance of process execution time between synchronization points due to communication delays. We also used direct measurements of variance due to all sources of non-determinism. The key conclusions of our study are:

- In programs on current shared-memory systems, communication delays introduce negligible variance into the execution time of a process between successive synchronization points, even under conditions of high communication cost and contention. Furthermore, this conclusion should continue to hold for systems in the foreseeable future, at least for shared-memory programs with granularities similar to those on current systems.

- For many but not all shared-memory programs, non-deterministic processing requirements also introduce very little variance into the execution time between synchronization points.

These results have potentially important implications for the performance prediction of parallel programs and for general stochastic models of parallel systems. First, the results suggest that performance models of parallel programs should have the ability to represent task execution times with fairly low variance, and process execution times with extremely low variance. In Chapter 2, however, we saw that previous stochastic models that apply to any but the simplest program structures have had to assume exponentially distributed task execution times for analytical tractability. Even with this assumption, these models require extremely complex and heuristic solution techniques [KME89, MaL90, Moh84, ThB86]. It thus appears important to re-evaluate the usefulness of stochastic models for parallel program performance prediction, and perhaps to develop an alternative approach. Chapters 5, 6, 7 in this thesis explore these questions in some detail. Thereafter, in Chapter 8, we briefly discuss some other implications of the results of this chapter, including implications for parallel system performance models.

In this chapter, we also used the analytical model to prove that process execution times in the presence of random delays asymptotically approach a normal distribution, and we used direct measurements of the distribution of process execution times to show that, in practice, phases of many real programs exhibit a distribution that is very close to normal. This result, while interesting in
itself, may also have some practical implications. For example, in simulation studies of parallel sys-
tems, some assumptions about the workload are necessary. In particular, when non-deterministic
tasks are modeled, some default distribution is often chosen. Our results show that a normal distri-
bution should be a reasonable choice in many cases.
Chapter 4

A Deterministic Model for Parallel Program Performance Prediction

The discussion of previous models in Chapter 2 showed that stochastic models proposed so far have not had significant proven success for performance prediction of parallel programs. Except for models restricted to simple fork-join task graphs, these models have required complex solution techniques as well as the assumption of exponential task times for analytical tractability; nevertheless, neither the efficiency nor the accuracy of these models has been demonstrated for actual programs. In fact, we believe that the limited success of these models is inherently due to the non-deterministic assumption, and more specifically, due to the difficulty of predicting average synchronization delays at synchronization points in the presence of non-deterministic task execution times. The difficulty can be traced to the combinatorially large number of execution paths that are possible for such a program. Models for arbitrary task graphs have had to take resort to Markov chains (by assuming exponential task times) to account for all possible execution paths. Models for fork-join programs have also required simplifying assumptions such as i.i.d. task times and simplified task scheduling, and even in this case, the best known solution is only asymptotically exact as the number of processors and the number of tasks per processor become large [KrW85].

In this chapter, we propose a deterministic model for parallel program performance prediction, in which task execution times are represented as deterministic quantities. The advantage of the deterministic assumption is that it implies a unique execution sequence for the program, and furthermore the delay at each synchronization point in this sequence can be calculated as simply the numerical maximum of the execution times of the synchronizing processes, ignoring the variance of these execution times. Thus, we are able to develop a model that is intuitive and conceptually simple, has a solution complexity of $O(N^2)$ for a program with $N$ tasks (and common task scheduling disciplines), and applies to programs with arbitrary task graphs.

The assumption of deterministic task times is motivated by the results of the previous chapter, as we explain in Section 4.1. The deterministic model is presented in Section 4.2. First, in Section
4.2.1, we explain a basic form of the model that ignores communication and other resource contention costs. In Section 4.2.2, we present the complete model which incorporates these overhead costs as well. Section 4.3 discusses some issues regarding the implementation of the model. Finally, section 4.4 discusses issues that arise when deriving model inputs to apply the model in practice.

4.1. Motivation for a Deterministic Model

A fundamental limitation of a deterministic model is that it cannot account for the variance introduced by non-deterministic delays due to communication and resource contention. Although authors have cited such random delays as a primary argument for assuming non-deterministic task times [DuB82, KrW85], the results of the previous chapter in fact motivate the use of a deterministic performance model for shared-memory parallel programs, as explained below.

First, the study showed that in shared-memory programs with granularity similar to those on current systems, the principal effect of random delays due to communication and contention is to increase the mean execution time of each process between synchronization points, while the variance of this execution time remains essentially unaffected. This indicates it should be reasonable to ignore the variance introduced by such delays when computing synchronization costs in a performance prediction model.

Although the above result applies to overall process execution times, it indicates that it might be reasonable to represent the execution times of the individual tasks as deterministic quantities as well. In particular, this implicitly introduces the additional assumption that the sequence of task execution times is also deterministic. However, the second key result of the previous chapter showed that in many programs the total CPU requirement of a process in an interval between synchronization points is also deterministic or close to deterministic, i.e. the CPU requirement varies very little in different executions for a particular input. This at least indirectly indicates that this additional assumption may also not introduce significant errors for many programs.\footnote{In programs where the conclusion does not hold, i.e., if the execution time varies appreciably across different runs, the deterministic model may nevertheless provide results about one particular execution, as will become clear from the description of the model.} Thus, in our model, we represent each task execution time as a deterministic quantity equal to the sum of the CPU requirements of the task and the mean total overhead experienced by the task.
4.2. The Deterministic Model

Throughout this thesis, unless noted otherwise, we assume that the allocation of tasks to processes is non-preemptive, i.e., a process executes an allocated task to completion before starting on the next available task, if any. To simplify the description of the model we initially also assume that only one process per processor is used during the execution of the program, as is true in many parallel programs today. When multiple processes per processor are used, the allocation of processing power to the processes or tasks must be taken into account in the model. We will discuss how this can be done in Section 4.2.3.

The model inputs are described formally in Table 4.1. We deliberately separate the CPU requirements from other resource usage parameters (such as demand for memory modules, interconnection network resources, etc.). The number and type of the latter class of parameters will typically vary from one system to another. In the table, we have represented the task scheduling algorithm in the form of a scheduling function $\text{Sched}(\text{ready_task_list}, p)$ which, given a list of ready tasks and an idle process $p$, specifies which task, if any, will be executed next by process $p$. This definition is very general, but it is not suitable for use as an input representation in practice. Instead, many common scheduling algorithms can be specified much more concisely to the model. We will discuss this issue further in Section 4.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of Tasks (Task 1 is assumed to be the only task with no predecessors)</td>
</tr>
<tr>
<td>Parents($i$)</td>
<td>List of direct predecessors for each task $i$, $1 \leq i \leq N$</td>
</tr>
<tr>
<td>$T_i$</td>
<td>CPU requirements for each task $i$, $1 \leq i \leq N$</td>
</tr>
<tr>
<td>${M_{i,j} : 1 \leq j \leq N_{\text{param}} }$</td>
<td>Resource usage parameters for each task $i$, $1 \leq i \leq N$</td>
</tr>
<tr>
<td>$\text{Sched}(\text{ready_task_list}, \text{Idle-Proc})$</td>
<td>Scheduling function: specifies which task from $\text{ready_task_list}$ (if any) is executed next by process $\text{Idle-Proc}$</td>
</tr>
<tr>
<td>$P$</td>
<td>Number of Processors</td>
</tr>
</tbody>
</table>
Figure 4.1. The Basic Deterministic Model.

**Inputs**

All inputs listed in Table 3.1 except resource usage parameters \( M_{i,j} \).

**Algorithm**

\[
T_{\text{remain}}(i) \leftarrow T_i, \ 1 \leq i \leq N \quad \quad /* \text{Remaining cpu requirement for task } i */
\]

\[
E_{\text{set}} \leftarrow \{ \text{Task 1} \} \quad \quad /* \text{Set of executing tasks} */
\]

Do N times {

- next\_task\_done \( \leftarrow \) t \( \in \) E_{\text{set}} : T_{\text{remain}}(t) \text{ is minimum}
  
  Delete next\_task\_done from E_{\text{set}}

- T_{\text{elapse}} \leftarrow T_{\text{remain}}(\text{next\_task\_done}) \quad /* \text{Interval since last task completion} */
  
  T_{\text{total}} \leftarrow T_{\text{total}} + T_{\text{elapse}} \quad /* \text{Elapsed time since start of program} */
  
  T_{\text{remain}}(t) \leftarrow T_{\text{remain}}(t) - T_{\text{elapse}} \quad \forall \ t \in E_{\text{set}}

- For all immediate successors c of task next\_task\_done
  
  If all parents of c are done
    
    Insert c in ready\_task\_list

- For each free process p
  
  If Sched(ready\_task\_list, p) finds a task t to execute
    
    Add t to E_{\text{set}}

Total Program Execution Time = T_{\text{total}}

4.2.1. The Basic Model Ignoring Communication and Other Resource Contention Costs

For a parallel program and a fixed input data set for that program, assume that

1. the execution times of the tasks are each deterministic and known, and

2. all communication and contention costs and other overheads are negligible.

Then, for a particular number of processors, this program has a *unique execution sequence*, i.e. a unique starting and ending time for every task relative to the start of the program. Furthermore, a simple algorithm can be used to compute this execution sequence, and thus the *exact* execution time of the program. This basic algorithm is outlined in Figure 4.1. Essentially, it consists of repeating the following four steps \( N \) times:
- Delete task with minimum remaining CPU requirement from $E_{set}$ (the set of executing tasks)
- Update remaining time of other tasks in $E_{set}$
- Find any newly ready tasks and add to ready_task_list (list of ready tasks)
- For each idle process, select a ready task (if available) from ready_task_list according to scheduling function and add it to $E_{set}$

The complexity of the first three steps in the algorithm is $O(NP_{\text{max}} + E)$ because, for the first two steps, the size of $E_{set}$ is never greater than $P_{\text{max}}$, and for the third step, each edge in the graph needs to be examined exactly once in the overall solution. The complexity of the fourth step, and hence of the overall algorithm, depends on the cost of evaluating the scheduling function. For many common scheduling functions such as typical static and dynamic task scheduling schemes (including most of those used in the applications considered in this thesis) this cost is $O(1)$, while some more sophisticated functions such as some semi-static scheduling schemes may have a cost that is $O(n)$ for a ready-list containing $n$ tasks. In the former case, the overall cost of computing the running time will be $O(NP_{\text{max}} + E)$, for a graph with $N$ nodes, $E$ edges, and maximum parallelism $P_{\text{max}}$. This follows because at most $NP_{\text{max}}$ choices from the ready list need to be made in all. With a careful implementation, the same complexity can be ensured even in some cases where the scheduling function cost is $O(n)$. Specifically, this will be possible in cases where it can be detected in $O(1)$ time that no ready task is available for a particular free process $p$; in such a case, at most $O(N)$ choices from the ready-list will have a cost that is greater than $O(1)$, and the cost of each will be $O(P_{\text{max}})$. In practice, we believe that the algorithm should be extremely efficient for any practical task scheduling method.

The above algorithm, namely computing the unique execution sequence for a program, is the essence of the deterministic model. We believe that, unlike stochastic models suggested so far, this approach is conceptually simple because it conforms well with the intuition programmers bring to the design of parallel programs. For example, in the extreme case of an unlimited number of processors the algorithm just computes the critical path in the graph, which is essentially how programmers reason about program execution time. The existence of such a simple, yet exact, underlying model is an important advantage of the deterministic approach.

Even in this basic form (i.e., ignoring overheads such as communication costs), the model can be applied to some real programs, at least on current systems, to study issues such as load-balancing
and non-uniform or limited parallelism, which can influence key design questions such as task scheduling and granularity. In Section 5.3, we will use this model to predict the running times of two real parallel programs with complex and moderately large task graphs. (In fact, these programs are extremely difficult if not impossible to model with previous stochastic models.) We will also use this basic model in Chapter 7 to compare alternative program designs in one of the programs, and to obtain significant performance improvement.

4.2.2. The Complete Model Including Overhead Costs

For a model to apply to most programs, communication, contention and other overhead costs must also be represented. As explained in Section 4.1, we represent these costs as deterministic quantities that are added to the deterministic CPU requirements of each task. Thus, the total task execution times are still deterministic and, once they have been computed, the model above can be used unchanged to compute the overall execution time of the program. The chief remaining issue therefore is how the mean communication and contention costs should be computed and incorporated into the task execution times.

The most general stochastic models (described in Chapter 2) have typically computed resource contention costs separately for each combination of tasks in execution. As explained earlier, however, the number of such states in stochastic models grows exponentially with the parallelism in the program. A key distinguishing feature of the deterministic model is that, unlike stochastic models, it represents a unique execution sequence for the program on a particular input. This sequence will contain at most $N$ states for a program with $N$ tasks (exactly $N$ states if no two tasks terminate simultaneously), where a state denotes the list of task-process pairs for all the executing tasks. Thus, assuming an efficient system-level model, it should be possible to efficiently compute communication and contention costs for every state.

The actual choice of system-level model used to calculate the communication and queueing delays is strongly dependent both on the system under consideration, and perhaps also on the required accuracy of the modeling study. Therefore, unlike many previous authors [KME89, MaL90, ThB86], we do not specify any particular queueing network framework to be used at the system level. In modeling applications on the Sequent Symmetry multiprocessor, we used a simple but highly system-specific queueing model for the bus and memory modules, incorporating a few key features such as limits on the number of outstanding memory requests. This queueing
network model is described in Appendix B.

Given some model of the system, the method we use to incorporate mean delays into the calculation of execution time is as follows. We assume that the system model gives the expected total delay \( T_{\text{delay}}(t, \text{cpu\_service}, \text{cur\_state}) \) experienced by task \( t \) over an interval in which it receives \text{cpu\_service} units of service at its processor, when the system is in state \text{cur\_state}. (In practice, only one solution of the queueing network in state \text{cur\_state} is needed to compute \( T_{\text{delay}}(t, \cdots, \text{cur\_state}) \) for all executing tasks \( t \).) In addition to the four steps of the basic algorithm, a new step is added to the beginning of the loop (the complete algorithm is shown in Figure 4.2):

- Solve system-level model to calculate for each executing task \( t \) the total delay, \( T_{\text{delay}}(t, \text{Remain}(t), \text{cur\_state}) \), that it would incur until it completes execution assuming no other task completes first (i.e., assuming the system stays in state \text{cur\_state}).

Note that this condition will actually be true only for the task that completes first and that task is the one having the minimum value of \( T_{\text{remain}}(t) + T_{\text{delay}}(t, \cdots) \). This interval is denoted \( T_{\text{elapse}} \) as before. For each other task \( t \), we assume that the total delay experienced in this interval will be

\[
T_{\text{elapse}} \times \frac{T_{\text{delay}}(t)}{T_{\text{remain}}(t) + T_{\text{delay}}(t)}.
\]

(Intuitively, we assume that the delay would be spread uniformly over the remaining life of the task, if the task had been the first to complete.)\(^{12}\) Thus, each task \( t \) will receive an amount of CPU service equal to

\[
T_{\text{elapse}} \times \frac{T_{\text{remain}}(t)}{T_{\text{remain}}(t) + T_{\text{delay}}(t)},
\]

and \( T_{\text{remain}}(t) \) is updated to reflect that. Otherwise, the algorithm stays just the same as in the basic model.

The complexity of the full model solution depends on the cost of solving the system-level model, usually a queueing network in which each processor (or perhaps each executing task) is represented as one customer. Even in the latter case, the number of customers is \( O(P_{\text{max}}) \). The number of queueing centers will typically be a small constant (e.g., 5 in our model of the Sequent bus and memory sub-system.) An MVA solution technique will suffice since only mean values of task delays are required; furthermore approximate customized MVA has repeatedly proven extremely accurate for queueing network analysis of multiprocessor system performance

\(^{12}\) "One-time" overhead costs, e.g., the cost incurred to obtain a lock on a task queue and retrieve a task, are not subject to this assumption. Such delays are computed only once for each task and directly incorporated by delaying the start of the task in the execution sequence.
Figure 4.2. The Complete Deterministic Model Including Overheads.

Inputs
All inputs listed in Table 3.1.

Algorithm
\[
\begin{align*}
T_{\text{remain}}(i) & \leftarrow T_i, \ 1 \leq i \leq N \quad /\!* \text{Remaining cpu requirement for task } i \!*\/ \\
E_{\text{set}} & \leftarrow \{ \text{Task } 1 \} \quad /\!* \text{Set of executing tasks } \!*\/ \\
\text{Initialize current state } \text{cur\_state} & \quad /\!* \text{List of task-processor pairs (one per task in } E_{\text{set}}) \!*\/
\end{align*}
\]
Do N times {
\begin{itemize}
  \item Solve system-level model to calculate \( T_{\text{delay}}(t, T_{\text{remain}}(t), c_{\text{state}}) \) for all executing tasks \( t \)
  \item next\_task\_done \leftarrow t \in E_{\text{set}} : T_{\text{remain}}(t) + T_{\text{delay}}(t) \text{ is minimum}
  \quad \text{Delete next\_task\_done from } E_{\text{set}}
  \item \( T_{\text{elapsed}} \leftarrow T_{\text{remain}}(\text{next\_task\_done}) + T_{\text{delay}}(\text{next\_task\_done}) \quad /\!* \text{Interval since last task completion} \!*\/
  \quad \text{Elapsed time since start of program} \quad /\!* \text{Elapsed time since start of program} \!*\/
  \item T_{\text{total}} \leftarrow T_{\text{total}} + T_{\text{elapsed}}
  \item T_{\text{remain}}(t) \leftarrow T_{\text{remain}}(t) \times \left( 1 - \frac{T_{\text{elapsed}}}{T_{\text{remain}}(t) + T_{\text{delay}}(t)} \right) \quad \forall t \in E_{\text{set}}
  \quad /\!* \text{Subtract part of } T_{\text{remain}}(t) \text{ completed in time } T_{\text{elapsed}} \!*\/
  \item For all immediate successors \( c \) of task next\_task\_done
    \quad If all parents of \( c \) done
    \quad \quad Insert \( c \) in ready\_task\_list
  \item For each free process \( p \)
    \quad If Sched(ready\_task\_list, p) finds a task \( t \) to execute
    \quad Add \( t \) to \( E_{\text{set}} \)
    \quad Update current state \( \text{cur\_state} \) \quad /\!* \text{Delete task } \text{next\_task\_done} \text{ and add newly started tasks} \!*\/
\end{itemize}
}

Total Program Execution Time = \( T_{\text{total}} \)

[AdV93, VLZ88, WiE90]. The solution complexity of approximate MVA is relatively insensitive to the number of customers (indirectly, the number of iterations required for convergence can be affected by the customer population). Finally, from a single solution of the queueing network, the mean response times and thus the mean total delay \( T_{\text{delay}}(t, ...) \) can be computed for all \( t \in E_{\text{set}} \) in time proportional to the size of \( E_{\text{set}} \), which is \( O(P_{\text{max}}) \). Thus, the complexity of this step is \( O(P_{\text{max}}) \), i.e., it contributes \( O(N P_{\text{max}}) \) to the complexity of the overall algorithm. Thus, the overall complexity is the same as for the basic model. (Exceptions to the above arguments arise only if a non-homogeneous queueing network is used and solved using exact MVA, or if some other
solution technique is used that has cost greater than O(n) with n executing tasks.)

In practice, however, the system-level solution step could easily dominate the overall solution time of the model, and reducing the number of times the system-level model must actually be solved is invariably worthwhile. A suitable method that is often extremely effective is discussed in Section 4.3.

Finally, a desirable and potentially useful property of the (basic or full) deterministic model is that it gives exactly the same results whether used with the original task graph or the condensed graph, in programs for which the condensed graph can be constructed. This is easiest to see in the case of the basic model: when tasks are statically allocated to the processes, the execution sequence will be exactly the same whether tasks that would be condensed into a single node are enumerated one at a time, as with the original graph, or all together, as with the condensed graph. Since the CPU requirements time of a node in the condensed graph is just the sum of the individual CPU requirements of its component tasks, the model gives identical results in both cases. With the full model, this will continue to hold if tasks that are condensed into a single node have identical resource usage parameters. It then follows from the above uniform delay assumption that the model will compute the same total delay time for the interval in which a processor executes the tasks of a condensed node, whether the tasks are specified separately in the original task graph or as a single condensed node in the condensed graph. Our experiments with statically scheduled programs (discussed in Section 4) have borne out these conclusions.

4.2.3. Extensions to the model for multiple processes per processor

So far we have assumed that a single process per processor is used during the execution of the program, as is true in many parallel programs today. When multiple processes per processor are used, the allocation of processing power to the processes must be taken into account in the model. This will typically require system-specific modifications to the model. We use two examples to illustrate the changes that could be required.

First, consider the case where idealized processor-sharing is used to schedule the \( N_p \) processes of the program on \( P \leq N_p \) processors, but processes do not relinquish the processors when accessing other shared resources, such as for remote communication. Then, referring to Figure 4.1, the only required change in the basic model is that the value of \( T_{\text{elapse}} \) is now calculated as
\[ T_{\text{elapse}} \leftarrow T_{\text{remain}(\text{next\_task\_done})} \times \min\left\{ 1, \frac{P}{\min\{|E_{\text{set}}|, N_p\}} \right\}, \]

where \( |E_{\text{set}}| \) gives the number of executing tasks. In the full model (Figure 4.2), in addition to this change, the solution of the system-level model must also take into account that each of the \( P \) processors (customers in the queueing network) is "simultaneously" executing multiple processes with possibly different resource usage behavior. Otherwise, the models remain unchanged.

When processes do relinquish processors for remote communication or access to other shared resources (note that this would only be useful if there were more processes than processors), an even simpler modification suffices. Possible examples of such systems are multi-threaded processors [ALK90] or parallel applications with significant I/O requirements. Representing such a program with the model only requires modifying the system-level queueing network to represent the individual processes instead of the processors as customers, and to include the \( P \) processors as individual queueing centers with some appropriate scheduling discipline. Otherwise, the algorithm of Figure 4.2 remains unchanged.

### 4.3. Model Implementation Issues

#### 4.3.1. Optimizations

Some care in certain aspects of model implementation can make the model solution significantly more efficient. One fairly obvious technique for this purpose has the additional benefit of simplifying the input representation of the task graph. Specifically, tasks with a common set of predecessors and successors as well as common values of resource usage parameters can be specified and operated on as a single task group. Only the task CPU requirements need be specified and stored separately for the individual tasks in the group. This method is particularly useful for programs with loop-based parallelism which often have very large numbers of iterations per loop, all of which can be represented as a single task-group leading to dramatic savings in the size of the input specification and also some savings in model solution time. For example, updating the ready-list (step 3 or 4 in the basic or full model) only needs to be done when an entire task group completes execution.

Second, large savings in model solution time can be obtained for many programs by avoiding unnecessary solutions of the system-level model as far as possible. Specifically, that model only
needs to be solved when the total number of executing tasks changes or a newly started task has different resource usage parameters from the task that just completed. For example, in the loop-based programs mentioned above, large groups of tasks may have identical resource-usage requirements and typically only one such group is executing at a time. Therefore, the number of required solutions of the system-level model can be reduced by an order of magnitude or more.

4.3.2. Specifying the Task Scheduling Function

While the form of the task scheduling function in Table 4.1 is quite general, it is not appropriate for use as an input specification in the implementation of the model: clearly, it is impractical to list the values of the function \( Sched(\text{ready_task_list}, \cdots) \) for every combination of tasks in \( \text{ready_task_list} \). Instead, a common scheduling framework that includes a broad class of common task scheduling functions is provided in the deterministic model implementation. (The framework is based on a few simple primitives in the code, specifically, one or more task queues that together contain all the tasks in \( \text{ready_task_list} \), along with routines to insert or delete tasks in these task queues.) The most common task scheduling functions including static scheduling of groups of tasks (usually a loop) or dynamic task scheduling based on a single task-queue can be directly specified as single command-line options. In addition, a large class of static and semi-static scheduling policies that are also represented in the framework can be specified fairly concisely in an input file. (The programs PSIM and DynProg described in Section 5.1.1, and the scheduling function for Locus Route studied in Section 7.3 provide examples of such policies.) However, some types of scheduling methods are inherently difficult to support in a generic model implementation. In particular, the scheduling algorithm can involve detailed computation as part of the program, perhaps considering many details of the input values (for example, task allocation based on the evolving spatial distribution of objects in an \( N \)-body problem). To generate the input specification of scheduling for any task-graph based model, some portion of this computation might have to be reproduced. Whether this is possible and how much effort is entailed would depend heavily on the specific program.

4.4. Deriving Model Inputs

Of the input parameters for the deterministic model listed in Table 4.1, the key input is the task graph. Constructing the specification of the task graph \( (N \) and \( \text{Parents}(i), 1 \leq i \leq N) \) for a program is equivalent to reproducing the parallel control structure of the program, and can usually be
done from a basic understanding of the program, by carrying out little or none of the actual computation. The control structure can be as simple as a parallel loop (i.e., a fork-join task structure) or can be more complex as in programs with non-series-parallel task graphs. However, even for the program with the most complex task graph we have studied, namely the program Polyroots described in Section 5.1, it was not difficult (even without assistance from the authors of the code) to write a script to generate the task graph by exploiting basic regularities in the graph structure.

The other inputs required for the model are the task scheduling function, the task CPU times, and (for the full version of the model) the shared resource usage parameters. For any scheduling algorithm, the principal question is in what form the algorithm can be specified to the model, and the issues involved have been discussed above. The methodology used to derive the CPU times and shared resource usage parameters will depend not only on the required precision of the experimental results but also on the nature of the experiment. In particular, the approach to deriving these parameters depends on whether the model is being used to evaluate an existing program or to evaluate potential program design changes. Below, we discuss the issues involved in obtaining model inputs in each of these two cases.

4.4.1. Deriving Model Inputs for Evaluating an Existing Program

In current practice, performance studies most commonly focus on evaluating an existing program on an existing system. For a given program and input, the CPU requirements of the individual tasks, \( T(i), 1 \leq i \leq N \), can be obtained by direct measurement. An advantage of our definition of a task in Table 2.1 is that these values can be measured from a single execution of the program, and then used for all analyses of this program for this input. The most convenient method is to measure these values directly in software using explicit system timers or using software instrumentation tools such as pixie and qpt [BaL92]. Note that some software timing techniques will implicitly include overheads due to communication or shared-resource contention, rather than purely the CPU requirements. Depending on the desired accuracy, this effect could be simply ignored, or some degree of care could be used to minimize the effect during measurements (such as measuring while executing stand-alone on 1 processor). If even greater precision is desirable, such as in our model validation

---

13. In exceptional cases such as parallel discrete event simulation, much of the actual computation would have to be reproduced to generate the task graph.
experiments, these additional overheads could be estimated and subtracted from the CPU requirements. (The overheads can be easily estimated from the shared resource usage parameters, obtained as described below.)

It is also desirable to be able to study the performance of a particular program on a range of inputs, rather than a single input, and to do so efficiently. In measurement or simulation-based performance tools, this typically requires a new execution for each case. A more abstract model such as the deterministic model, however, provides greater flexibility. In particular, in algorithms where the number of tasks and the computational requirement of each task scale as simple functions of one or a few input parameters, it will be possible to study a range of program inputs by extrapolating from a single set of measured task CPU times to obtain the necessary model input values for each case. A common example occurs in parallel loops where the number of iterations and the CPU requirement per iteration each scale as some function of one or a few input parameters. Note that it may not be necessary for this scaling to be extremely precise. Standard algorithm analysis techniques for sequential algorithms could be used to determine both how the CPU requirements scale, and how accurate the scaled estimates might be. For example, the application PSIM, a multistage network simulator, (studied in the next section) contains a number of parallel loops. The number of iterations in each loop is proportional to $K^N$ (where $K$ and $N$ are the base and order of the simulated network); the CPU requirement of each iteration is constant in some loops, while in others it is another simple function of $N$ and $K$ such as $N K^2$. Thus, once the CPU requirements for one value of $N$ and $K$ are measured, the performance for other combinations of $N$ and $K$ can easily be studied. In fact, similar accurate scaling of the number of tasks and the task CPU times is possible in 3 of the 5 applications studied in the next section.

When using the full deterministic model, communication and other shared resource usage parameters ($\{M_{i,j}: 1 \leq j \leq N_{\text{param}}, 1 \leq i \leq N\}$) must also be obtained. The deterministic model does not prescribe a particular set of parameters since it does not assume a particular system-level model, thus providing flexibility in the level of detail at which communication and shared resource contention are represented. More detailed parameters can allow a more precise representation of communication behavior, but obtaining the parameter values would require greater effort. For example, on the Sequent Symmetry, the cache miss rate alone provides useful information about the communication behavior of an application, and can be estimated directly from software by reading special hardware counters that monitor cache misses per processor [Seq81]. Additional parameters such as
the fraction of misses that are satisfied by a remote cache instead of by main memory, or the fraction of cache misses that require write-backs, allow a more accurate prediction of the mean response times on cache misses, but also require more detailed measurements. An additional limitation of using detailed system-level parameters is that the parameter values obtained typically will not generalize to other system configurations or to other systems. More abstract or high-level parameters describing the inherent communication in the program could provide greater flexibility for predicting performance across a range of system configurations.

4.4.2. Deriving Model Inputs for Studying Program Design Changes

In a parallel program performance study, it is important to be able to evaluate the effect of program design changes or changes to the underlying system, and it is desirable to be able to do so with as few additional measurements as possible. Whenever possible, it is especially attractive to be able to do so before actually having to implement such changes. By using the deterministic model, some important kinds of program or system changes can be fully or partially explored without requiring any additional measurements (and thus without requiring the changes to be implemented). In particular, if it is reasonable to ignore any changes in shared resource usage parameters such as cache miss rates, then issues such as the effects of system changes on mean communication latencies or the effects of changes in task scheduling (i.e., granularity and task allocation) on overall performance can easily be studied without additional measurements. For example, analyzing changes in task scheduling for a given program only requires specifying a new scheduling function, without changing the task graph or measuring new values of the task CPU times or the task resource usage parameters (when the latter remain approximately fixed). This predictive power of the model is principally due to the abstract task graph representation of parallelism, together with the appropriate identification of the tasks (i.e., conforming with the definition in Table 2.1), the separate representation of task scheduling, and the separate system-level model of shared resource usage. Even if changes in task scheduling do effect the low-level parameters such as communication rates, it may still be possible to study the approximate impact of such changes on load-balancing, without requiring new parameter values. In Chapter 7, we provide a few examples of using the model to analyze these various kinds of design changes.

For program or system changes that significantly affect low-level parameters such as mean communication rates, predicting the full performance impact of such changes requires estimating or
measuring the new values of these parameters. In some programs, sequential algorithm analysis techniques may provide at least rough estimates of how mean communication requirements (for example) scale with input size and the number of processors used, and the effect of alternative scheduling disciplines may be analyzable as well. In fact, for algorithms with simple, regular and fixed data-reference patterns, Tsai and Agarwal have shown that it is possible to derive precise analytical estimates of multiprocessor cache miss rates as functions of input size, cache block size, and the number of processors [TsA93].

Finally, when using a model in early stages of the design and development of a program, important parameter values, in particular CPU requirements and perhaps rough communication rates, may have to be estimated or measured from partially developed code. The abstract representation of a program using tasks and a task graph should prove helpful in understanding what pieces of the algorithm are necessary to isolate and measure.
Chapter 5

Comparative Evaluation of Deterministic and Stochastic Models

In Chapter 4, we described a conceptually simple deterministic model for parallel program performance prediction. In this chapter, we will evaluate the efficiency and accuracy of the deterministic model, and compare the deterministic and stochastic approaches for parallel program performance prediction. For this study, we use five shared-memory programs on a Sequent Symmetry. The programs are described in Section 5.1, along with the methodology used for the study. Three of the five programs have fork-join task graphs, and in Section 5.2 we use these three programs to evaluate the full deterministic model as well as representative stochastic models, and thus to compare the two approaches. The two remaining applications have more complex, non-series-parallel task graphs, and the only previous stochastic models that apply to these programs are the three Markov chain models described in Section 2.2. However, the exponential time and space complexity of these models make it impractical to use them to analyze these two programs. (Our results in Section 5.2 will corroborate this claim.) In contrast, the deterministic model can easily be applied to these programs, and we do so in Section 5.3 to further demonstrate the efficiency and accuracy of this model. In fact, these two programs have very low communication and contention overhead, at least on the Sequent. Hence, we will apply the basic deterministic model, which ignores overheads, and thus demonstrate that even this extremely simple model can be quite useful in practice.

5.1. Applications and Methodology Used in the Study

5.1.1. Applications

The five programs used in this study are briefly characterized in Table 5.1. The key common features of the applications are that all five are scientific and engineering applications written for shared-memory systems, they are written assuming one process will be used per processor during execution, and they do not have significant I/O requirements. Three of the programs (MP3D, PSIM and Locus Route) were briefly described in Section 3, where they were used in the study of
Table 5.1. Applications Evaluated Using the Analytical Models.

<table>
<thead>
<tr>
<th>Name</th>
<th>Application Description</th>
<th>Task Graph Structure</th>
<th>Task Allocation Method</th>
<th>Cause(s) of Perf. Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyroots</td>
<td>Compute roots of polynomial with arbitrary precision integer coeffs.</td>
<td>Non-series-parallel; widely varying task sizes</td>
<td>Dynamic allocation with single FIFO task queue</td>
<td>Load imbalances; limited overall parallelism</td>
</tr>
<tr>
<td>DynProg</td>
<td>Dynamic programming algorithm for alignment of 2 gene sequences</td>
<td>Pipelined: dynamic programming array of numerous small but uniform tasks;</td>
<td>Static round-robin allocation of rows to processes</td>
<td>Limited parallelism at beginning and end</td>
</tr>
<tr>
<td>MP3D</td>
<td>Particle simulation in rarefied fluid flow</td>
<td>Fork-join: five parallel loops per iteration; one loop contains more than 90% of total work.</td>
<td>Static allocation of loop iterations in each loop.</td>
<td>Cache misses; Load imbalances</td>
</tr>
<tr>
<td>PSIM</td>
<td>Multistage interconnection network simulation</td>
<td>Fork-join: two parallel phases per iteration (6 parallel loops per phase with widely differing granularities); barrier at the end of each phase</td>
<td>Static allocation of loop iterations; processes “split” between different parallel loops</td>
<td>Cache misses; load imbalances due to process splitting</td>
</tr>
<tr>
<td>Locus Route</td>
<td>Wire routing in VLSI standard cells (Commercial quality)</td>
<td>Fork-join: two parallel phases; widely varying task sizes per phase</td>
<td>Dynamic allocation in each phase with single FIFO task queue</td>
<td>Load imbalance due to a few large tasks; cache misses</td>
</tr>
</tbody>
</table>

random delays. In this table and the description below, we discuss in a little more detail the characteristics relevant to this study, particularly the task graphs, scheduling methods, and the nature of variations in the task times.

The first program, MP3D, is taken from the SPLASH suite of parallel applications [SWG92]. It simulates the motion of particles in very low density fluids. The task graph for this program is shown in Figure 5.1(a). It is an iterative fork-join task graph with five parallel phases (parallel loops) per iteration. In each parallel loop, chunks of 8 consecutive loop indices are always allocated as a single unit and hence we can consider a chunk to be a single task (see Table 2.1). There are small but significant variations in the task times in each parallel loop. The tasks are statically allocated to the processes in cyclic order (one of the cases supported directly in the deterministic model implementation).

PSIM is an interconnection network simulator written in PCP, a parallel extension of C that supports efficient nested forking within programs [Bro88a]. PSIM is a fork-join program in which each parallel phase consists of 6 parallel loops with no intervening barriers (Figure 5.1(b)). The
(a) **MP3D (One Iteration)**
5000 particles (539 tasks)
20000 particles (1978 tasks)

(b) **PSIM (One Iteration)**
1024-node system (10243 tasks)
4096-node system (40963 tasks)

(c) **Locus Route**
Circuit bnrE.grin
(843 tasks)

(d) **Polyroots**
Polynomial Degree 20 (217 Tasks)
Polynomial Degree 30 (348 Tasks)

(e) **DynProg**
Sequence Length: 100 (1403 Tasks)
Sequence Length: 500 (32003 Tasks)

Figure 5.1. Task Graph Structures of the Applications.
tasks of each loop, which correspond to individual loop iterations in this case, are statically allocated in cyclic order to the processors that execute the loop. Two of the six loops are executed by all processors. Of the other four loops (two pairs), one pair of loops is executed only by the even numbered processors while the other pair is executed only by the odd numbered processors (unless, of course, only a single processor is being used). The granularity of work per task (loop iteration) is much larger in some loops than in others. (For example, for a particular input, we observed that the mean task times in the six parallel loops of the second phase were 44, 677, 7, 473, 7 and 42 microseconds respectively, with very little variation around the mean within each loop.) Despite this skew, the load is fairly well balanced on an even number of processors because the two largest loops are executed by different sets of processors. However, because of the processor-splitting between loops, significant performance degradation occurs when executing on an odd total number of processors since the even numbered processors have to accomplish a larger amount of work in this case.

Locus Route, also a SPLASH application [SWG92], is a commercial quality wire-router for VLSI standard cells. It is a fork-join program consisting of two iterations, with each iteration ending in a barrier (Figure 5.1 (c)). One of three levels of task granularity can be chosen by the user; we examine the coarsest granularity, namely one wire per task, because finer levels of granularity have poor performance on this system size. Modeling a finer level of granularity would require a larger task graph but with otherwise the same structure, and would not be significantly more difficult. The task CPU requirements in each iteration are highly skewed. For example, for the input circuit we consider, most tasks require less than 10 milliseconds of execution time while a few require 100 milliseconds or more. Two scheduling options that are orthogonal to the choice of granularity are also available in the program. For the experiments in this section, we used the dynamic task scheduling from a single FIFO task queue. (We ignore the small costs associated with retrieving tasks from the task queue such as contention for the task queue lock. Experiments with the next program, Polyroots will be used to explore modeling such costs.) The other scheduling option is a semi-static scheduling method in which geographic areas of the VLSI chip are allocated to specific processors. We will use the deterministic model to evaluate the performance of this scheduling option and variants thereof in some detail in Chapter 7. Finally, an important characteristic of Locus Route is the non-deterministic nature of the CPU requirements, as observed in Section 3.3. This effect has to be taken into account when evaluating model accuracy. The effect will be
quantified and discussed further when presenting the results for this program.

The remaining two programs, Polyroots and DynProg, have non-series-parallel task graphs. Polyroots computes the roots of a polynomial with arbitrary-precision integer coefficients. The task graph of this program is fixed for a particular input polynomial degree, and is shown in Figure 5.1(d) for a polynomial of degree 20. The tasks of Polyroots have very widely varying execution times both within and across task groups (shown as boxes in the figure). The tasks are dynamically scheduled using a single task queue, as in Locus Route. Scheduling overhead including contention for the task queue lock is small in this program as well. However, by introducing an artificial delay into the corresponding critical section, we were also able to study the accuracy of modeling lock contention.

DynProg, uses a pipelined dynamic programming algorithm for aligning two gene sequences. The program has a pipelined task graph (Figure 5.1(e)) with \( O(G^2) \) tasks for an input containing two gene sequences of size \( G \) each. The tasks are quite uniform in computational costs, and are of much smaller granularity than many of the tasks in Polyroots. All the tasks in a row of the pipelined task array are allocated to the same processor; rows are statically allocated to processors in round-robin fashion. This scheduling method was specified explicitly to the program that solves the deterministic model.

5.1.2. Methodology For Applying the Deterministic Model

The above applications were evaluated on a 20-processor Sequent Symmetry S-81. The methods used to derive the required input parameters for the basic and full deterministic models are similar to those described in Section 4.4. In particular, scripts to generate the task graph for each of the above programs were not difficult to develop with only a basic understanding of the code. The specific scheduling functions in the programs were specified as explained above. The measurements of task CPU requirements were made from software using the hardware microsecond timers provided on the Sequent Symmetry. To minimize bus contention during these measurements, they were made while executing stand-alone on 1 processor. For MP3D, PSIM and Locus Route, which have significant communication overhead, we subtracted the mean communication costs on 1 processor from the measured CPU requirements since communication behavior including contention would be represented separately and precisely in the full deterministic model.
For the applications with significant communication overhead, we used a detailed set of system-level parameters to describe the communication behavior. These parameters are defined and explained further in Appendix B (along with the queueing model used to compute mean response times for communication events). To allow precise evaluation of model accuracies, the parameter values were obtained using careful hardware measurements. Since measuring these parameters for every task in a program is clearly impractical, we measured the average values of these parameters over the duration of a phase and used these values for all tasks in the phase. We also assumed that the communication behavior would stay approximately constant for 2 or more processors, but that the behavior on 1 processor might be different.\textsuperscript{14}

Finally, the accuracy of model predictions were tested by comparing against actual measured program execution times for each program, measured separately on different numbers of processors. All the above measurements were made when no other user programs were actively using the system.

5.1.3. Methodology for Evaluating and Comparing the Stochastic Models

The numerous complex heuristics used in many of the stochastic models make it impractical to implement and explicitly evaluate every model of interest. Furthermore, the exponential time and space complexity of the three Markov chain models (Thomasion and Bay, Mohan, and Kapelnikov et al.) make these models impractical for realistic task graph sizes in the programs we study (see Figure 5.1). Thus, four models were implemented and directly compared in this study: the deterministic model, the Mak and Lundstrom model and two versions of the Kruskal and Weiss model, one using estimates of the actual variance of task execution times and another assuming task times are exponentially distributed. We refer to these models as deterministic (full or basic), $ML$, $KW_{\text{actual}}$ and $KW_{\text{exp}}$ respectively.

\textsuperscript{14} We tested this assumption for the mean communication rate in two programs (MP3D and PSIM) on the Sequent and found it to be quite accurate for these two cases. For example, for the dominant phase of MP3D, the values we obtained on 1, 2, 4, 6, 8, 10, 12 and 16 processors were 539, 443, 404, 418, 415, 429, 447 and 452 bus cycles respectively. Similarly, for the larger phase of PSIM, the values obtained on 1, 4, 8 and 16 processors were 79, 75, 72 and 78 respectively. Although this is encouraging, the assumption may be more approximate for or may not extend to programs on larger systems.
Before describing the methodology used to evaluate and compare the stochastic models, it will be useful to understand some key characteristics of the relevant models, for a few reasons. First, these characteristics influence the methodology we used to evaluate the stochastic models. In fact, they also show how and when we can infer important aspects of the accuracy of the three Markov chain models from the results of the stochastic models that were directly evaluated. Finally, these characteristics are fundamental in determining the accuracy of the various models and therefore will be important in understanding the experimental results later in this section. Nevertheless, these characteristics have not previously been discussed even for the individual models.

The accuracy of an overall model is determined both by the accuracy of the high-level model component, as well as the accuracy of the low-level model component. However, as discussed in Chapter 2, for any overall model and for any particular system, various choices of system-level model are possible and an appropriate one can be chosen to provide the desired accuracy in the low-level model results. The more significant differences between the various modeling approaches lie in how the high-level behavior of tasks and processes are represented. Thus, in the discussion below, we focus on the accuracy of the high-level model component in each model.

The accuracy of the high-level model component depends primarily on how accurately synchronization costs are estimated, which in turn depends on how accurately the distribution of execution time of each process between synchronization points is modeled.\textsuperscript{15} (Note that these process execution times are implicitly represented in each model, and not explicitly computed.) The representation of process execution time is determined by the combination of two key factors: the individual task execution times, and task scheduling. Thus, the accuracy of the computed synchronization costs is determined by how faithfully the combination of these two factors is represented in the model.

The stochastic model of Kruskal and Weiss allows arbitrary variance of task times, and thus the variance in each task’s execution time caused by communication and contention delays can be represented precisely (if it can be estimated or measured). Nevertheless the representation of task execution times in the model can be imprecise because the model assumes all task execution times

\textsuperscript{15} Although synchronization costs depend on the \textit{distribution} of process execution time and not just the variance, the variance is a good indicator of synchronization cost in “well-behaved” distributions, particularly when the number of processes is not extremely large. Thus, in this discussion we use the representation of variance in these models as a measure of the accuracy of the distribution.
have equal mean and variance; in particular, the differences (skew) in task CPU requirements must be stochastically represented as one component in the variance, in addition to the component due to communication and contention delays. Furthermore, the simple representation of task scheduling (namely, that tasks are scheduled in fixed-size batches from a single task queue) may also be imprecise for some programs. In fact, more detailed representations of scheduling are precluded by the common mean and variance assumption. For example, the model cannot distinguish between different orderings of the same set of tasks in a task queue. Within the limitations of these assumptions, however, the model should be accurate because the actual variance introduced by communication and contention delays is included.

The deterministic model removes the above simplifying assumptions and also applies to arbitrary task graphs by assuming deterministic instead of stochastic task times. In this model, individual mean CPU requirements as well as individual mean overhead costs are represented precisely (using a set of deterministic values), and task scheduling is also represented precisely, while only the variance in the individual task times is ignored. Because it ignores the variance, the model effectively assumes that the execution time of a process between synchronization points is deterministic when computing synchronization costs. The model should be fairly accurate for programs where the variance of execution time of each process is small, as explained in Chapter 4.

The other stochastic models also remove the assumptions of the Kruskal and Weiss model and apply to non-fork-join programs, by assuming exponential task times for analytical tractability. The three Markov chain models allow different mean task times, and also represent task scheduling precisely. Because of the exponential task assumption, however, they implicitly represent the execution time of a process between synchronization points as a sequence of exponentially distributed intervals. Roughly, the larger the number of tasks executed by a process in this interval, the closer to deterministic the implicit representation of total process execution time will be. Thus, for programs with low variance of process execution time, these exponential task models could be accurate if the number of tasks per process is "sufficiently large", but could be inaccurate otherwise.

The Mak and Lundstrom model is also an exponential task model and also allows unequal mean task times but, unlike the Markov chain models, it does not consider task scheduling at all when computing synchronization costs in the high-level model, as explained in Section 2.3. Instead, in a parallel phase with $N$ tasks, it computes the total phase execution time as the maximum of $N$ independent, exponentially distributed task residence times. Thus, the model is likely to
overestimate synchronization costs when $N > P$, as is often true. In this case (which includes all of
the examples we study), it should be more accurate to use the condensed graph as input to the Mak
and Lundstrom model than to use the original task graph, since the task scheduling would be
represented precisely when creating the condensed graph. (In any case, our experimental results dis-
cussed in Section 5.2 show that the concomitant reduction in the size of the graph is essential to be
able to solve the $ML$ model in practice.)

Note that assuming a condensed graph eliminates the key difference between the $ML$ model
and the three Markov chain models, namely the representation of task scheduling. Thus, these four
models should have the same accuracy when used with the condensed graph (as explained in Sec-
tion 2.3), allowing us to infer the accuracy of the three Markov chain models in this case.

To understand the accuracy of the Markov chain models when used with the original task
graph we can use the results of $KW_{exp}$ model, at least for certain fork-join programs. (This was one
key motivation for including the $KW_{exp}$ model in our study.) To understand for which programs
such an inference is possible, recall that two assumptions in the Kruskal and Weiss model are not
present in the Markov chain models: the simplified task scheduling and equal mean task times in a
phase. Because of the latter in particular, the variance of the exponential distribution in the $KW_{exp}$
model must represent the skew in mean task execution times in addition to the variability due to
communication and contention delays. Thus, when (1) the skew in mean task execution times is
small compared to the variance of the exponential distribution, and (2) the scheduling of tasks in
$KW_{exp}$ is a faithful representation of the actual task scheduling, the $KW_{exp}$ model should give
results similar to the three Markov chain models.

Another advantage of including the $KW_{exp}$ model is that it is perhaps the simplest model to
use in practice. In particular, it only requires knowledge of the mean task time across all the tasks in
a phase; it does not require the individual mean task times or the variance of task times. The results
for this model will indicate whether it is sufficient to use the exponential distribution instead of the
more detailed representations.

The inputs for the stochastic models evaluated here were derived from the inputs measured for
the deterministic model (see Section 5.1.2). The input specification required for the Mak and
Lundstrom model is essentially equivalent to that used for the Deterministic model and can be
easily derived from the same parameters, at least for programs with static scheduling.\textsuperscript{16} The Kruskal and Weiss model requires estimates of $\mu_{\text{task}}$ and $\sigma_{\text{task}}^2$ (the common mean and variance of task times) in each phase of a fork-join program. We compute these for a given phase as follows. Let $\mu_C$ and $\sigma_C^2$ denote the mean and variance of communication costs experienced by each task in the phase, and let $\mu_T = \frac{1}{N} \sum_{i=1}^{N} T(i)$. Then $\mu_{\text{task}}$ and $\sigma_{\text{task}}^2$ were calculated as $\mu_{\text{task}} = \mu_T + \mu_C$ and $\sigma_{\text{task}}^2 = \frac{1}{N-1} \sum_{i=1}^{N} (T(i) - \mu_T)^2 + \sigma_C^2$. Of the parameters in this expression, $T(i)$ are the task CPU requirements measured for the deterministic model (we continue to assume that these are deterministic). $\mu_C$ was calculated using the same queuing network as used in the Deterministic model. $\sigma_C^2$, however, is extremely difficult to estimate or measure directly, even with our available setup for direct hardware measurements. Instead, we used the \textit{analytical model} described in Chapter 3 to estimate $\sigma_C^2$ analytically (just as was done to estimate $\text{CV}_{TID}$ for the study of the influence of random delays). Recall, however, that using that model in turn required detailed hardware measurements of the mean and variance of bus inter-request times and response-times. While we include $\sigma_C^2$ for completeness in the model validations, this term is typically much smaller than the component of $\sigma_{\text{task}}^2$ used to represent the unequal values of $T(i)$, and has a small effect on the results and accuracy of the $KW_{\text{actual}}$ model. This step would probably be unnecessary if the model were used in practice, except for programs with extremely small tasks, which could have significant values of $\sigma_C^2$.)

5.2. Evaluation of Deterministic and Stochastic Models for Fork-Join Task Graphs

In this section, we evaluate the accuracy and efficiency of the deterministic model as well as representative stochastic models, by applying each of them to the first three programs in Figure 5.1, i.e., the programs with fork-join task graphs. We begin by assessing the efficiency of the various models. For these three programs and for the input sizes we used, the task graphs ranged from 539 tasks to 40963 tasks. Even for the \textit{smallest} task graph, the ML model required over 56 megabytes of

\textsuperscript{16} Their model does not separately represent task CPU requirements and task scheduling; instead these must be combined and specified in the form of mean resource demands for the processors, to be used in the system-level queueing network model. Except for static task scheduling algorithms, these CPU resource demands would be difficult if not impossible to compute, for the same reason that the condensed task graph is difficult or impossible to compute.
memory, and about 12 minutes of execution time on a workstation with sufficient memory; larger task graphs far exceed the available memory. While some improvement may be possible with a carefully optimized implementation, even this will quickly become impractical for larger graphs because of the \(O(N^3)\) and \(O(N^2)\) time and space complexity of the algorithm. Thus, for all other cases, the only way we were able to apply the \(ML\) model was to use the condensed task graph, which is typically much smaller than the original graph for \(P < 20\), the maximum number of processors available on the Sequent Symmetry. (Recall, however, that condensing the task graph is only possible for statically scheduled programs. We were therefore unable to apply the \(ML\) model to evaluate \texttt{Locus Route}.) Finally, the models of Thomasian and Bay, Mohan, and Kapelnikov et al are significantly more complex than the \(ML\) model. Overall, we conclude that in most cases, these four most general stochastic models can only be applied in practice using the condensed graph as input, and only if the condensed graph contains on the order of a hundred or fewer tasks.

In contrast to the \(ML\) model, the deterministic model proved extremely efficient for all programs to which we have applied it. Even for the task graph with 40963 tasks (the largest studied in our work), the model could be solved in under 9 seconds on a DECstation 5000/125, and required less than 2.6 megabytes of memory. Finally, solution efficiency is clearly not an issue for the Kruskal and Weiss model.

The accuracy of the various models for each of the three programs are described below.

### 5.2.1. Results for \texttt{MP3D}

We consider two input sizes for \texttt{MP3D}: a small input size of 5000 particles, and a somewhat more realistic input size of 20000 particles. The program has 539 tasks and 1978 tasks for these two input sizes respectively. The condensed task graph for 16 processors has 76 tasks for either input size (more generally, it has at most \(P\) tasks per parallel phase). The percentage errors in the predicted execution time from each model for different values of \(P\) are given for the two input sizes in Figure 5.2 (a) and (b) respectively.

The \(KW_{actual}\) model is very accurate for this application because the model scheduling assumptions faithfully represent the static loop scheduling in \texttt{MP3D}, and because the variations in task CPU requirements in each parallel phase are relatively small and can be adequately represented, together with the variance due to communication delays, in a single common variance parameter for each phase.
Figure 5.2. Errors in the Predicted Running Times for Program MP3D.
The Deterministic model is also highly accurate for MP3D, indicating that ignoring the variance due to communication delays, while representing the individual task CPU times together with the individual mean communication delays by a set of deterministic quantities, is reasonable for this program.

The error in these two models increases (becomes more negative) slowly with $P$ because some small serial portions of the program were ignored when constructing the task graph. Such factors could be included for greater accuracy, but this may not be necessary even on larger systems if proportionally larger input sizes are used.

The results for the $KW_{exp}$ model are quite inaccurate for MP3D, and the comparative accuracy of the $KW_{actual}$ model shows that the error is due to the exponential task assumption. Furthermore, the three Markov chain models, namely Thomasion and Bay, Mohan, and Kapelnikov et al, will have errors very similar to the $KW_{exp}$ model for this program. This follows because MP3D satisfies the conditions under which these models are roughly equivalent: the scheduling in the Kruskal and Weiss model is accurate, and the standard deviation of task CPU times (e.g., 6% of the mean for the dominant phase with the larger input size) is much smaller than that of the exponential distribution. Thus, the exponential task assumption is inaccurate for this application whether it represents both variations in CPU times and variations in communication delays, or only the latter of these two quantities. In either case, the exponential assumption overestimates the variability in task execution times, leading to significantly higher synchronization costs, even though each process executes a fairly large number of tasks between synchronization points (about 100 tasks per process in the dominant phase, for the larger input size).

The pessimistic assumption of the exponential distribution is even more severe when the models are applied to the condensed graph, as shown by the results for the $ML$ model. Furthermore, these results are approximately the same as would be obtained by applying the $KW_{exp}$ model or one of the Markov chain models to the condensed graph, as explained in Section 5.1.3.17 Thus these results indicate that using the condensed graph to allow efficient solution of large programs may not be a viable alternative for these exponential task models. (For $ML$, the error with the original graph

---

17. In fact, we tested this claim by using the $KW_{exp}$ model with the condensed graph. The error curve we obtained was almost indistinguishable from the error curve for the $ML$ model shown in Figure 5.2, for both input sizes.
would be even higher then with the condensed graph because of the scheduling assumptions in the model, as explained in Section 5.1.3.)

The condensed graph was also used as input to the deterministic model, and the results obtained were identical to those from the original task graph with the same model. This corroborates our discussion in Section 4.2.2, where we had predicted that these results would be identical when identical resource usage parameters are used for each set of tasks condensed into a single node in the condensed graph, as was done in our experiments with this application.

5.2.2. Results for PSIM

We consider two input network sizes for PSIM, corresponding to 1024 and 4096 processors respectively. The task graph contains 10243 and 40963 tasks in these two cases, with almost exactly half in each phase. The percentage errors in the predictions for the two input sizes are shown in Figure 5.3 (a) and (b).

The $K_{W_{actual}}$ model is less consistently accurate for this program than for MP3D. For small odd values of $P$, this model (as well as $K_{W_{exp}}$) underestimate the execution time because the model scheduling assumptions do not capture the unequal amounts of work allocated to the even and odd numbered processors by processor-splitting. At larger values of $P$, this error becomes small, and the model is accurate for these input sizes. In fact, the model does not represent the scheduling precisely even at larger values of $P$ because the scheduling in the model is oblivious of the specific task times, whereas in the actual program, the loops with large task granularities are evenly divided between two sets of processors to minimize load imbalance. The large common variance used to represent the highly skewed loop granularities, combined with the oblivious task scheduling, implies that the model could potentially predict higher load balance than in the actual program if the number of tasks executed per process per phase were small. For the input sizes and number of processors considered here, this number is very large and hence this source of error is not significant, although it introduces slightly higher error in the smaller input size.
Figure 5.3. Errors in the Predicted Running Times for Program PSIM.
The $KW_{exp}$ model has the same potential source of error at the larger values of $P$, but these are actually smaller than in the $KW_{actual}$ model because the variance of the exponential is even smaller than the variance used to represent the highly skewed task times in $KW_{actual}$. Thus, in fact, the number of tasks per process per phase is large enough to make the exponential task assumption fairly accurate for these inputs sizes. As with $KW$, however, the accuracy may not be consistent across different input sizes and different numbers of processors, for the same program.

The accuracy of the three Markov chain models cannot be directly inferred from $KW_{exp}$ for this program (as it could for MP3D). Qualitatively, however, we expect those models to be as accurate as the $KW_{exp}$ model because the effect of the exponential task assumption is relatively small, due to the large number of tasks per phase. However, the large task graphs of PSIM would clearly preclude applying the Markov chain models directly to the original graph.

The condensed graph for this application (on 16 processors) has 195 tasks. (When condensing the graph, we accurately represent the processor-splitting scheduling method used in the program.) However, the results of the $ML$ model show that when the condensed graph is used, the pessimistic assumption of exponential tasks is as severe for PSIM as it is for MP3D. As before, these results show that using the condensed graph is not a viable option in exponential task models.

In contrast to the above models, the deterministic model is consistently accurate, yielding execution time predictions within 3 to 4% of the actual measured values. Thus, even the highly skewed task granularities of PSIM are accurately represented (along with mean communication costs) by a set of deterministic values. The model also accurately represents the task scheduling method. Ignoring the variance due to communication delays again appears reasonable, even though this application has relatively high communication overhead due to bus contention (e.g., bus utilization is 0.81 for the larger input size on 16 processors).

The condensed graph was also used as input to the deterministic model and, as with MP3D, the results obtained were identical to those from the original task graph.

5.2.3. Results for Locus Route

As seen in Section 3.3, non-deterministic CPU requirements can cause the execution time of Locus Route to vary significantly from one execution to the next, for the same input. This is illustrated in Figure 5.4, which gives a histogram of the measured execution times in 150 runs of Locus
Route on 16 processors, for the input circuit bnrE.grin. For such a program, comparing model predictions against a single measured metric such as the mean alone will not be sufficient to provide a complete picture of model accuracy. Thus, we compare model predictions against the range of measured speedups, i.e., the minimum and maximum, as well as the mean. (For these comparisons we use the absolute values of speedup, rather than percentage errors.) To compare the speedup predictions from different models, all speedup values are computed relative to the mean measured execution time on 1 processor.\(^\text{18}\) The range as well as the mean of the measured values in the following experiments were obtained from 40 runs of the program for each number of processors.

Figure 5.5 compares the speedups predicted by the \(KW\), \(KW_{\text{exp}}\) and Deterministic models with the range and the mean of the measured speedups. The \(ML\) model could not be used because the condensed task graph cannot be constructed for any of the task scheduling options implemented in the program, since they are all dynamic scheduling disciplines. Before discussing the accuracy results, note from the figure that the difference between maximum and minimum speedup is fairly small for most values of \(P\), and furthermore the mean is close to the maximum in all cases, showing that most measured values are clustered close to the maximum speedup or minimum execution time (just as in the histogram of Figure 5.4). Thus, comparisons against the mean would also be meaningful, at least for this input, although the more complete picture provided by Figure 5.5 should not be ignored.

The \(KW_{\text{actual}}\) model shows higher errors here than for the two previous applications. In this application, skewed task times combine with the ordering of tasks to introduce a greater load imbalance in the actual program than is predicted by the model using a common variance alone. Specifically, in this input circuit, an unusually large task appears towards the end of the queue in each iteration and thus a significant part of each iteration is spent executing this task alone. Since the model assumes i.i.d. tasks with a common mean and variance to represent skewed task times, its scheduling assumptions cannot distinguish different orderings of the same set of tasks (even though the FIFO scheduling algorithm in the program is exactly equivalent to scheduling in the model with

---

\(^{\text{18}}\) The comparison is made in terms of speedups rather than execution time because the minimum, maximum and mean execution time curves are difficult to distinguish at high values of \(P\), where the execution times fall near the low end of the Y-axis scale.
Figure 5.4. Histogram of Execution Times in Different Runs of Locus Route.

Figure 5.5. Comparison of Predicted and Measured Speedups for Locus Route.

Input circuit: bnrE, grin
a batch size of 1). Thus, the mean execution time predicted by the model is significantly smaller than observed in practice for this particular ordering of tasks. Correspondingly, the predicted speed-ups in Figure 5.5 are significantly higher than even the maximum measured values.

The error in the \( KW_{exp} \) model arises for the same reason, and predicts speedups almost identical to the actual variance model. Thus, in this application, the exponential assumption correctly represents the total variance due to skewed task CPU times as well as communication delays. However, the exponential assumption will have too high a variance for representing variations due to communication delays alone. Thus the three Markov chain models would over-estimate the execution time (or underestimate the speedup) of this program, and furthermore this error would be significant since this program has even fewer tasks per process per phase than MP3D.

Finally, the Deterministic model is quite accurate for this program compared to the mean measured values, but this error shows an increasing trend at higher values of \( P \). In addition, the error compared to the most distant measured value (the minimum speedup or maximum execution time) is somewhat higher than in the two previous programs, due to the variability in task CPU requirements observed in Section 3.3. Further detailed measurements in individual executions indicated that the increasing trend in the error at higher values of \( P \) is also attributable to the variability in CPU requirements (which arises because the task CPU requirements are sensitive to the order of execution of tasks). For example, we measured the individual task execution times in a specific execution on 16 processors and subtracted the measured communication costs (available from the detailed hardware measurements used in Chapter 3). The remaining values, which correspond solely to CPU usage, were significantly higher than the measured CPU requirements on 1 processor. Since the latter are used as inputs to the model, the predicted execution times are low. Similar measurements on 2, 8 and 18 processors showed that this effect is most significant at \( P=16 \) or \( P=18 \) but much less significant at \( P=2 \) or \( P=8 \), matching the observed trend in the model prediction errors.

Even for such a program, however, we believe that at present the deterministic model is still the model of choice, because of the inaccuracy and/or inefficiency of current stochastic models. Even if, in the future, an accurate and efficient stochastic model were available that provided the capability to represent the variability in each task's CPU requirements, quantifying the variability in individual task times due to factors such as sensitivity to the order of execution appears difficult. Thus in practice, a stochastic model may not prove more useful than a deterministic model that ignores this variability.
In general, if the deterministic model is being considered for use with another program having significant variability in CPU requirements, it will be necessary to informally understand or formally quantify the variability in execution times of the program so as to understand how the model predictions compare with the actual range of execution times, before being able to draw broader conclusions about program performance from the model predictions. For Locus Route in particular, the model predictions are sufficiently accurate (both qualitatively and quantitatively) for the model to be potentially useful for exploring program performance issues. In fact, we use the model in Section 7.3 to evaluate various interesting changes to this program.

5.2.4. Comments on a Previous Deterministic Model

Our comparisons above have focused on contrasting previous stochastic models with the deterministic model developed in Section 4. We have not directly compared the most relevant previous deterministic model, namely that of Tsuei and Vernon [TsV90]. The main reason is that their model has already been shown to be accurate for fork-join programs with good load-balance, and it is restricted to these programs. More specifically, as explained in Section 2.4, the model assumes that the computational work as well as communication costs and other overheads are equally divided among the processes in each parallel loop. Therefore, although it could be applied to other fork-join programs, it would not be accurate for programs that have significant load imbalances.

In fact, we can easily predict the accuracy of their model if it was applied to the three fork-join programs studied above. The model would be fairly accurate for MP3D, but still slightly more optimistic than $KW_{actual}$ or the Deterministic model, because the load-imbalances in this program are small yet measurable. For PSIM, the model would require a slight extension to apply. Specifically, to be able to accurately model the processor-splitting scheduling, the calculation of CPU time per process per phase would have to be carried out separately for the even and odd numbered processes in each phase. This extension would allow the model to capture the load-imbalance due to processor-splitting fairly accurately, even at odd values of $P$. Thus, this extended model should be fairly accurate for all values of $P$. Finally, for Locus Route, the model would significantly underestimate the execution time because it cannot represent the load-imbalance. In particular, it would have larger (more negative) errors than the $KW_{actual}$ model because both models use the same value of the common mean task time, but the $KW_{actual}$ model also partially represents the skew in task times using the common variance.
5.2.5. Comments on Previous Stochastic Bounding Techniques

We have also not directly compared the two previous stochastic bounding techniques discussed in Section 2.6. Recall that these techniques are applicable when the maximum parallelism in the input graph is no larger than the number of processors. Thus, these techniques could be applied using the condensed graph for MP3D and PSIM as well as for DynProg, since all three applications use static scheduling of tasks, but not for Locus Route and Polyroots.

These bounding techniques share some limitations observed for the stochastic models studied above since they require the same or more detailed inputs as the above models. In particular, they require the full task graph along with distribution of the individual task times. On the one hand, when accurate (i.e., possibly unequal) individual mean task times are used, the variance of task times only represents variations due to communication and contention delays and, in some programs, due to individual task CPU requirements as well. However, the results for the deterministic model above, as well as the study of random delays in Chapter 3, show that the former source of variance can be ignored without significant loss of accuracy. In any case, measuring or estimating the variance due to either source is difficult in practice. On the other hand, when a common task time distribution is used, as in the Kruskal and Weiss model, the results for that model show that the accuracy of the predictions will be inconsistent across different programs as well as across different numbers of processors and input sizes for specific programs. In addition to the above limitations common to stochastic models, the data on the accuracy of these specific bounds previously provided by the authors show that the tightness of the bounds can decrease with the parallelism in the input graph and is sensitive to the specific task graph structure.

The deterministic model uses little or no more detailed information than used by these bounding techniques (even when the bounds are applied using a common task time distribution, as mentioned above). Furthermore, the deterministic model appears consistently accurate (as our results for the two other programs will further confirm), and is extremely efficient. Finally, it is not restricted to statically scheduled programs. Thus, in cases where the conclusions of the random delays study holds, the deterministic model improves significantly on the bounding techniques in many of these respects. If an application domain arises where significant variance of individual task execution times is possible, a stochastic model may be necessary and if the requirement of a condensed graph can be satisfied, the bounding techniques would be a promising approach. However, further data would still be needed to evaluate the accuracy of these techniques for actual programs.
5.3. Evaluation of the Deterministic Model for Programs with Complex Task-Graphs

The two remaining programs, Polyroots and DynProg, have non-series-parallel task graphs as explained in Section 5.1.1. The only previous general analytical models that apply to such programs are the three Markov chain models. (Although the model of Lewandowski et al. [LCB92] does apply to DynProg, it was specifically developed for this program and is restricted to similar pipelined programs. Hence we do not consider it here.) The former three models are too complex to be used for these programs. Specifically, the original task graphs in these programs (ranging in size from 217 to about 25000 tasks) are too large to apply these three models directly, as the discussion in Section 5.2 indicated.\textsuperscript{19} Furthermore, a condensed graph is not possible for Polyroots since it is dynamically scheduled, and the condensed graph for DynProg is almost the same as the original graph because of the pipelined precedence constraints. Thus, it does not appear practical to use previous stochastic models to analyze these two programs.

On the other hand, the deterministic model can be used quite easily for these programs. In fact, as explained earlier, Polyroots and DynProg have relatively low communication costs and other overheads on the Sequent Symmetry, and we can even apply the basic deterministic model. For the program Polyroots, having task graphs with 217 tasks and 348 tasks for two input sizes, solving the basic deterministic model for all values of $P$ from 1 through 16 is virtually instantaneous. The program DynProg has much larger task graphs: 1403 and 32003 tasks for two input sizes studied. Even in the latter case, the basic model can be solved in about 30 seconds of execution time on a DECSstation 5000/125. In fact, this case required the longest solution time and the largest memory capacity (about 6 megabytes) of all the deterministic model analyses presented in this thesis. (Though PSIM has larger task graphs up to about 40000 tasks, its graphs are significantly simpler, containing large groups of tasks with similar behavior that can be manipulated much more efficiently, as explained in Section 4.3.)

\textsuperscript{19} For example, just the 20 tasks in the final phase of Polyroots for the smaller input size would induce $2^{20}$ states in the Markov chain at $P = 20$, and this portion of the state space cannot easily be collapsed because the tasks in the phase have widely varying CPU requirements.
5.3.1. Results for Polyroots

The accuracy of the basic deterministic model for program Polyroots is shown in Table 5.2. The table gives the measured and predicted execution times, as well as the percentage error in the predictions, for each of two input sizes, namely input polynomials of degrees 20 and 30. For the larger input size, the predicted execution times are all within 1% of the measured values. With the smaller input size, the errors are slightly higher because the program has some small forking and communication overheads and these are relatively more significant with the smaller input size and greater parallelism. Overall, the results are extremely accurate and show that the basic deterministic model precisely represents the task execution sequence of the program, i.e., the task execution times and dynamic task scheduling.

Using this program, we conducted an additional experiment to evaluate how accurately the full deterministic model represents contention for a shared software resource, namely the lock protecting the shared task queue in Polyroots. An important difference from the bus and memory contention modeled in the previous sub-section is that very few lock accesses occur between synchronization points; thus the renewal model in Chapter 3 shows that the relative variance introduced by lock accesses will be larger than that introduced by the numerous remote memory accesses. To ensure that the cost of each lock access had significant mean and variance, we artificially introduced an exponentially distributed delay into the lock holding time (the actual contention for this lock in the program is small). The mean delay time can be specified as an argument to the program. No new measurements of the model inputs were required because the tasks were the same, and the lock holding times were known.

We modeled the lock as an M/M/1/∞/K queue, which forms the system-level model. We maintained a running average of the number of active processors in the execution sequence and used this as the value of $K$ to solve the queueing model at each step. (This contrasts with using the instantaneous number of active processors for the Sequent bus queueing model in the previous sub-section, and is perhaps better since the lock is accessed only at task boundaries.) At each step, the mean lock response time was included in the mean task execution time of each task added to the set $E_{set}$.

The predicted and measured running times on 2 through 16 processors are shown for the two input sizes in Table 5.3 (a) and (b) respectively. The mean lock holding times used were 1, 10 or 50 milliseconds; the latter value far exceeds the execution time of many of the tasks in the program.
Table 5.2. Accuracy of the basic deterministic model for program Polyroots.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Procs</th>
<th>Measured Time (s)</th>
<th>Predicted Time (s)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree = 20</td>
<td>1</td>
<td>99.278</td>
<td>99.158</td>
<td>-0.12 %</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>51.384</td>
<td>51.033</td>
<td>-0.68 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>27.558</td>
<td>27.214</td>
<td>-1.25 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>16.705</td>
<td>16.579</td>
<td>-0.75 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>11.850</td>
<td>11.55</td>
<td>-2.5 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>11.558</td>
<td>11.01</td>
<td>-4.8 %</td>
</tr>
<tr>
<td>Degree = 30</td>
<td>1</td>
<td>397.95</td>
<td>397.62</td>
<td>-0.08 %</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>202.51</td>
<td>201.66</td>
<td>-0.42 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>107.46</td>
<td>106.76</td>
<td>-0.65 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>56.44</td>
<td>56.21</td>
<td>-0.41 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>44.38</td>
<td>44.08</td>
<td>-0.67 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>31.69</td>
<td>31.84</td>
<td>+0.47 %</td>
</tr>
</tbody>
</table>

Table 5.3. Accuracy of deterministic model for program Polyroots with lock contention.

(a) Input Polynomial Degree 20

<table>
<thead>
<tr>
<th>Lock Delay</th>
<th>Procs</th>
<th>Measured Time (s)</th>
<th>Predicted Time (s)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ms.</td>
<td>2</td>
<td>51.52</td>
<td>51.15</td>
<td>0.73 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>27.57</td>
<td>27.28</td>
<td>1.04 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>16.78</td>
<td>16.36</td>
<td>2.48 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>11.92</td>
<td>11.55</td>
<td>3.09 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>11.60</td>
<td>11.03</td>
<td>4.84 %</td>
</tr>
<tr>
<td>10 ms.</td>
<td>2</td>
<td>52.67</td>
<td>52.55</td>
<td>0.23 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>28.57</td>
<td>28.27</td>
<td>1.05 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>17.91</td>
<td>17.40</td>
<td>2.82 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>13.23</td>
<td>12.58</td>
<td>4.97 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>13.14</td>
<td>12.22</td>
<td>7.00 %</td>
</tr>
<tr>
<td>50 ms.</td>
<td>2</td>
<td>59.36</td>
<td>59.41</td>
<td>-0.09 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>35.14</td>
<td>34.99</td>
<td>0.43 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>25.53</td>
<td>24.96</td>
<td>2.24 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>22.22</td>
<td>20.57</td>
<td>7.43 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>22.58</td>
<td>20.03</td>
<td>11.29 %</td>
</tr>
</tbody>
</table>

(b) Input Polynomial Degree 30

<table>
<thead>
<tr>
<th>Lock Delay</th>
<th>Procs</th>
<th>Measured Time (s)</th>
<th>Predicted Time (s)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ms.</td>
<td>2</td>
<td>202.75</td>
<td>201.84</td>
<td>0.45 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>107.55</td>
<td>106.86</td>
<td>0.64 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>56.51</td>
<td>56.19</td>
<td>0.57 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>44.45</td>
<td>44.12</td>
<td>0.73 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>31.61</td>
<td>31.86</td>
<td>-0.80 %</td>
</tr>
<tr>
<td>10 ms.</td>
<td>2</td>
<td>204.58</td>
<td>203.58</td>
<td>0.49 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>108.64</td>
<td>107.92</td>
<td>0.67 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>57.40</td>
<td>57.28</td>
<td>0.22 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>45.79</td>
<td>44.86</td>
<td>2.04 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>33.62</td>
<td>32.45</td>
<td>3.47 %</td>
</tr>
<tr>
<td>50 ms.</td>
<td>2</td>
<td>213.76</td>
<td>212.32</td>
<td>0.68 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>115.39</td>
<td>116.16</td>
<td>-0.67 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>65.71</td>
<td>65.30</td>
<td>0.63 %</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>54.92</td>
<td>53.98</td>
<td>1.70 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>44.45</td>
<td>42.82</td>
<td>3.68 %</td>
</tr>
</tbody>
</table>
Nevertheless, the model errors are again quite small, and are higher than 5% only when lock holding times are large (10 ms. or more) and total processing time is small (degree 20). Note that the total running time of the program is substantially higher than in Table 5.2, indicating that there was significant contention for the lock.

Table 5.4. Accuracy of the basic deterministic model for program *DynProg*.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Procs</th>
<th>Measured Time (sec)</th>
<th>Predicted Time (sec)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence Length</td>
<td>1</td>
<td>0.457</td>
<td>0.465</td>
<td>1.817 %</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.237</td>
<td>0.236</td>
<td>-0.712 %</td>
</tr>
<tr>
<td>$G = 100$</td>
<td>4</td>
<td>0.122</td>
<td>0.122</td>
<td>-0.0755 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.066</td>
<td>0.066</td>
<td>0.723 %</td>
</tr>
<tr>
<td>1403 tasks</td>
<td>12</td>
<td>0.0482</td>
<td>0.0472</td>
<td>-2.231 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.0477</td>
<td>0.0453</td>
<td>-2.908 %</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>0.0464</td>
<td>0.0451</td>
<td>-2.758 %</td>
</tr>
<tr>
<td>Sequence Length</td>
<td>1</td>
<td>11.503</td>
<td>11.679</td>
<td>1.526 %</td>
</tr>
<tr>
<td>$G = 500$</td>
<td>2</td>
<td>5.856</td>
<td>5.852</td>
<td>-0.0803 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.939</td>
<td>2.941</td>
<td>0.0905 %</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.496</td>
<td>1.499</td>
<td>0.193 %</td>
</tr>
<tr>
<td>32003 tasks</td>
<td>12</td>
<td>1.008</td>
<td>1.017</td>
<td>0.849 %</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.773</td>
<td>0.785</td>
<td>1.615 %</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>0.686</td>
<td>0.7003</td>
<td>2.068 %</td>
</tr>
</tbody>
</table>

5.3.2. Results for *DynProg*

For the second program, *DynProg*, only the accuracy of the basic deterministic model was evaluated, using two input sizes corresponding to sequence lengths of 100 and 500. The predicted and measured execution times, as well as the percentage errors in the predictions are listed in Table 5.4. Even though the absolute execution times are about two orders of magnitude smaller than *Polyroots*, the errors are still within the range of 1-3% in all cases. These results again indicate that the basic deterministic model is extremely accurate for programs to which it applies.

Overall, the results for these two programs show that the deterministic model can be used to efficiently and accurately solve large and complex task graphs that are impractical to analyze using
previous stochastic models.

5.4. Summary of the Results

We have applied the Deterministic model as well as representative stochastic models to three parallel programs, to compare the generality, accuracy and efficiency of the various models. We also applied the deterministic model to two further programs that are impractical to analyze using previous stochastic models. Our key conclusions are as follows:

1. Simple stochastic models based on i.i.d. tasks and incorporating the actual variance of task times (such as the Kruskal and Weiss model) are extremely efficient, and are also accurate for programs that do not exhibit large skew in task times and with task scheduling that matches the model assumptions. However, significant errors can be introduced for programs where specific details of task skew, task ordering and the task scheduling algorithm cannot be represented by the simplified assumptions in the model. Furthermore, all such models are restricted to programs with the simplest task structures [AIA90, KrW85, MaS91].

2. Stochastic models applying to more general classes of programs [KME89, MaL90, Moh84, ThB86], all of which assume exponentially distributed task times, have significant and sometimes large errors. Furthermore, the models in this class appear too inefficient to use even for programs with relatively small task graphs of a few hundred tasks. Applying such models using a condensed task graph (when this can be constructed) does not appear useful because the exponential assumption produces extremely high errors in this case.

3. The Deterministic model is accurate in all the programs studied here, because it accurately represents key details of task scheduling, non-uniform task times, and average communication costs. Ignoring the variance in task times due to communication and contention delays has little or no perceptible impact on the model accuracy. The model is very efficient, and is easily able to solve even task graphs with tens of thousands of tasks. Finally, it is applicable to a wide class of programs, including programs that appear impractical to analyze using the stochastic models.

The above results provide evidence for answering a more general and fundamental question: is a deterministic approach likely to prove more practical and widely applicable than stochastic approaches for parallel program performance prediction? Our results show that all previous stochastic models except those that are restricted to fork-join programs with simple task-scheduling are
inefficient, inaccurate, rather ad hoc and conceptually complex. In all cases, the complexity is inherently produced by the stochastic representation. In contrast, the Deterministic model appears to have to be accurate and efficient for a wide variety of programs, and it is conceptually simple to implement and use as well. Again, the conceptual and practical simplicity is inherently due to the deterministic task assumption.
Chapter 6

Comparison of Deterministic Model and Parametric Bounds

Techniques to obtain bounds on the speedup of a parallel program, as described in Chapter 2, provide another, somewhat different, modeling approach that can also allow a programmer to gain some insight into program performance. An important example of such techniques is the work of Eager, Zavorjkan and Lazowska [EZL89], described in Section 2.6. In general, these techniques compute upper and lower bounds on speedup from simple program metrics such as average and maximum parallelism. Thus, these techniques are somewhat different in nature from the detailed analytical models evaluated in the previous chapter: they are intended to provide general qualitative insights into program performance rather than detailed quantitative measures, and they are based on a few abstract parameters describing an application rather than a detailed description such as a task graph. Therefore, the two questions we address in this comparison are: Are these bounding techniques fundamentally easier to use than a detailed model, when evaluating a parallel program? And how much more qualitative and quantitative information is provided by a detailed model, compared to the bounding techniques?

When applying the EZL bounds to a given task graph, the key parameter required is the average parallelism, $A$. Using the definition given, $A$ can be computed as the ratio of the execution time on 1 processor to the execution time on $P \geq P_{\text{max}}$ processors (where $P_{\text{max}}$ denotes the maximum parallelism). However, directly measuring the latter quantity is not possible for typical scientific and engineering applications because $P_{\text{max}}$ at realistic input sizes is often very high (e.g., in the thousands or more). On the other hand, computing these metrics for a particular program is no simpler than a single solution of the basic deterministic model for that program. The information required to compute these metrics is exactly what is required to solve the basic deterministic model, namely knowledge of the task graph structure and the mean execution time of the tasks. (For example, consider estimating $A$ for the task graph of Polyroots in Figure 5.1(d).) Given this information, the basic model of Figure 4.1 provides a simple algorithm for computing average parallelism (the speedup at $P = P_{\text{max}}$) and more detailed metrics as well. Thus, obtaining the required metrics for
the bounds is equivalent to a single solution of the deterministic model.\footnote{An interesting, related measurement-based technique has been developed by Larus and implemented in a tool called pp [Lar93]. His technique uses a trace of an execution of a sequential program to detect data dependencies and CPU times for the iterations of each parallel loop in the program, and computes the potential speedup of the program (if parallelized) on an idealized parallel computer with an unbounded number of processors that communicate and synchronize at no cost via a uniform-cost shared memory. Thus, his technique can be viewed as constructing a task graph by detecting the tasks and precedences within the loops in a program (with the additional constraint of preserving the sequential semantics of the program) and actually computing the average parallelism of the program, if it were parallelized. In fact, the computation of the average parallelism is exactly equivalent to the solution of the basic deterministic model on an unbounded number of processors, since both techniques just compute the critical path in the task graph.} Furthermore, the deterministic model is efficient enough that multiple such solutions for different values of $P$ is quite straightforward, even for fairly large task graphs. Thus, it is not significantly more difficult to obtain the required model inputs and solve the deterministic model multiple times (i.e. obtain precise speedup estimates from the model) than to obtain the same inputs and solve the model once (in order to compute the bounds). We conclude that comparable effort is required to apply the two approaches in practice.

In the remainder of this chapter, we use examples to compare the usefulness of the two approaches for understanding program performance. Our first example is the program Polyroots, which is particularly interesting for a number of reasons. First, $P_{\text{max}}$ is small (e.g., 30 for the larger input set used earlier), making it possible to compare the two approaches over the full range $1 \leq P \leq P_{\text{max}}$. Second, the program fits well with both assumptions used to derive the bounds denoted $\langle A \rangle$ in Section 2.6. Specifically, overhead costs are very low in this program (as shown by the accuracy of the basic deterministic model for this program in Table 5.2), and the dynamic scheduling of tasks used in Polyroots is work-conserving. However, the processor sharing assumption for the $\langle A + P_{\text{max}}^2 \rangle$ bound does not hold.

To compute the bounds, we derived the required parameter values exactly as described above. Specifically, we used the basic deterministic model to predict the execution time, $T_\infty$, of Polyroots on $P=30$ processors ($P_{\text{max}}$ is usually easy to derive by inspecting the task graph. Alternatively, the deterministic model can be solved using $P = N$, which gives $T_\infty$ as well as $P_{\text{max}}$.) The execution time on one processor is just the total processing requirement, $T(1) = \sum_{i=1}^{N} T(i)$, and $A = T(1)/T_\infty$. Thus, as explained above, $A$ can be derived from a single solution of the basic deterministic model ignoring communication.
Figure 6.1. Comparison of deterministic model and parametric speedup bounds.
In Figure 6.1 (a), we give the speedup bounds $\langle A \rangle$ and $\langle A + P_{\text{max}}^{\text{PS}} \rangle$, the speedup estimate which is the geometric mean of the $\langle A \rangle$ bounds, as well as the measured speedup and the actual speedup predicted by the deterministic model (recall that the latter is theoretically exact in the absence of communication and other overheads), for program Polyroots on the larger input size. Although the speedup estimate from the $\langle A \rangle$ bounds is quantitatively fairly accurate for this program, qualitatively, the estimate and bounds do not capture the most interesting aspect of program behavior. Specifically, the actual speedup shows significant jumps for many values of $P$, most noticeably from 14 to 15 processors and from 29 to 30 processors. These jumps occur because the final phase of the program has 30 large tasks and therefore the load-balance is relatively poor at values of $P$ that are not submultiples of 30. In contrast to the bounds, the deterministic model represents this phenomenon exactly. In fact, in Chapter 7, we use these insights to improve the overall performance of the program, as well as to reduce the non-uniformity in the speedup.

We next consider the program PSIM for the larger input size (4096 nodes in the simulated network). This program has much higher values of $P_{\text{max}}$ and $A$: 4096 and 3407 respectively. Furthermore, it violates both basic assumptions used to derive the bounds because it has significant bus contention overhead and it uses static scheduling of tasks which is not work-conserving. Thus, PSIM differs from Polyroots in all these respects. To apply the bounds, we estimated $A$ by using the basic deterministic model (i.e., ignoring overheads), just as for Polyroots.\(^\text{21}\)

In Figure 6.1 (b), we give the $\langle A \rangle$ and $\langle A + P_{\text{max}}^{\text{PS}} \rangle$ bounds, the $\langle A \rangle$ estimate, the measured speedup, the speedup if communication were absent (predicted by the basic deterministic model), as well as the predicted speedup including communication. The first point of interest in the figure is that, since $P \ll A$, the $\langle A \rangle$ bounds and estimate as well as the $\langle A + P_{\text{max}}^{\text{PS}} \rangle$ bound all indicate almost-linear speedups, and the only information they provide is that there is sufficient available parallelism in the program for near-perfect speedups, if the parallelism can be efficiently exploited during execution. These are fairly severe limitations because many scientific and engineering applications will have $A \gg P$ in systems of practical interest. (For example, the corresponding results for

\(^{21}\) Note that the overhead costs cannot be included in the speedup bounds by including them when estimating $A$ for this program (e.g., by using the full deterministic model to compute $T_m$, instead of the basic model). This is because the communication and contention costs on $P_{\text{max}} = 3407$ processors would be prohibitively high, even on a more scalable system of the near future. Thus, such a value of $A$ is not likely to provide meaningful bounds.
MP3D below show the same limitations.) Quantitatively, in fact, even the speedup that would be obtained if communication were absent lies significantly lower than the lower bound because of the non-work-conserving scheduling of the tasks. The true speedup (including communication costs) is lower still, as shown by the deterministic model as well as the measured values for $P \leq 16$. Qualitatively, the bounds and speedup estimate cannot represent the non-uniform speedup curve caused by the higher load-imbalance at odd numbers of processors, whereas the deterministic model captures it very accurately. Another important qualitative conclusion shown by the full deterministic model, which cannot be obtained from the bounds, is that application speedup would be severely limited by bus contention overhead with a greater number of processors on this system.

The corresponding curves for MP3D with the larger input size, given in Figure 6.1 (c), show results similar to those obtained for PSIM: the $\langle A \rangle$ bounds predict almost perfect speedup due to high available parallelism in this program, since $A = 726 \gg P$. Like PSIM, this program is also statically scheduled, but the predicted speedup ignoring communication, which falls within the bounds, shows that the static task allocation achieves good load balance for these values of $P$, i.e. the application is able to exploit the available parallelism well. The detailed model including communication, however, shows a small but perceptible loss in speedup due to communication costs, and this is corroborated by the measured values of speedup.

The results above show that with very similar effort to that required to calculate $A$, exact estimates of the speedup can be obtained using the deterministic model. The exact estimates provide important qualitative information not available from the bounds, and are quantitatively more accurate. Furthermore, the bounds do not hold for statically scheduled programs (and other non-work-conserving disciplines), programs in which contention overheads are significant, or programs that have different task graphs for different values of $P$, whereas the deterministic model is applicable in all these cases.

In the remaining two applications, Locus Route and DynProg, the predicted speedups from the deterministic model do not provide significantly greater insight than the bounds and estimate, although they are quantitatively more accurate. Both applications have relatively low values of $A$, comparable to available values of $P$, at least for the small input sizes considered here. The predicted and measured speedups and bounds are given in Figures 6.1 (d) and (e). In Locus Route, there is low average parallelism due to the large disparity in task times, and this is manifested in a low value of $A \ll P_{\text{max}}$ and a correspondingly low lower-bound on speedup. The poor ordering of tasks in the
task queue (see Section 5.2.3) causes the actual speedups to lie close to the lower-bound. (The bounds roughly hold because the dynamic scheduling is work-conserving and communication overheads are small.) In DynProg, there is somewhat low available parallelism due to the pipelined precedence constraints, which is manifested in $A \ll P_{\text{max}}$, and a somewhat low lower bound on speedup. The predicted speedups show, however, that the static scheduling, though not work-conserving, achieves a good load-balance at these values of $P$, and this is confirmed by the measured speedups.

The bounds of Eager, Zahorjan and Lazowska discussed above consider only the average parallelism and sometimes the maximum parallelism. The above results show that these simple metrics are insufficient to capture many interesting details of program behavior. It is relevant therefore to ask whether bounds or estimates based on more detailed information, but still much less than the full task graph, can provide better insight. One detailed representation of the parallelism in a program is the parallelism profile, $\{f_i, 1 \leq i \leq P_{\text{max}}\}$, where $f_i$ is defined as the fraction of time that $i$ processors are active in an execution on an unbounded number of processors. Given the parallelism profile, an estimate for the speedup may be obtained by assuming that (informally) each “level” of fixed parallelism in the graph must complete before the next level can begin. This leads to the following estimate for speedup:
Figure 6.2. Speedup estimate based on full parallelism profile.

\[
\text{Speedup}(P) = \frac{T(1)}{T_\infty \times \sum_{i=1}^{P_{\max}} f_i \left[ i/P \right]} = \frac{A}{\sum_{i=1}^{P_{\max}} f_i \left[ i/P \right]}
\]

(This estimate often may be pessimistic compared to work-conserving task scheduling disciplines, but it is not a lower bound even for such disciplines.) Now, the parallelism profile is directly available from the same solution of the deterministic model used above to compute \( T_\infty \) and, therefore, \( A \). Thus, this more detailed estimate can be computed with essentially the same effort as the EZL bounds. To compare the information obtained from the two approaches, Figure 6.2 (a) shows the speedup estimate from the parallelism profile of Polyroots, as well as the EZL bounds and the actual speedup predicted by the deterministic model. The non-uniform speedup behavior is reflected clearly in the estimate because the leftover tasks at values of \( P \) that are not submultiples of \( P_{\max} \), which lead to poor load balance in the final phase, are represented in the scheduling scenario used to derive the estimate. Thus, by using more detailed parameters, this estimate can provide more information and insight into program behavior than the bounds based on simpler parallelism parameters. A similar comparison for the program PSIM (Figure 6.2 (b)) shows, however, that the estimate is unable to capture the non-uniform speedup behavior or the loss in speedup due to load imbalance in
this program, both of which are caused by the non-work-conserving task scheduling method, namely processor-splitting. The estimate obviously also cannot capture resource contention overheads. In fact, as with the EZL bounds shown in Figure 6.1 (b), the estimate provides little information when $P \ll A$. Thus, the estimate does not alleviate some of the most significant limitations of these bounds. In general, the estimate based on more detailed parallelism information can provide better insight into program performance in programs where the simpler bounds are applicable, but it does not significantly extend the class of programs to which these techniques apply.

To conclude this Chapter, we discuss another aspect of the relationship between the deterministic model and the work of Eager et al. and others. In their paper, Eager et al. show that the average parallelism can also be useful for making scheduling decisions in a multiprogrammed parallel system. For example, they show that allocating $A$ processors to a program achieves a good compromise in the tradeoff between the speedup and the efficiency of the program. In a later study, Sevcik argues that in a multiprogrammed parallel system under moderate to high load, better performance is possible if scheduling decisions are based not only on $A$ but also on one or more additional parameters such as maximum parallelism, variance of parallelism and offered system load [Sev89]. We observe that the deterministic model provides an efficient technique for obtaining these various parameters for a particular program. In fact, all these parameters can be derived from the same solution of the deterministic model used above for calculating $A$. Specifically, as noted above the parallelism profile of the application is derived as part of that solution, and all parameters of interest can be easily derived from this profile including the minimum, maximum, average and variance of parallelism, and the fractions of work in sequential and maximum parallel phases [Sev89]. Thus, if these scheduling results were to be used in practice, the deterministic model provides a practical means of obtaining the necessary parameters.
Chapter 7

Example Applications of the Deterministic Model

The results of the two previous chapters show that the deterministic model provides an accurate and efficient technique to predict program performance from a task-graph based description of the parallelism, scheduling and communication in the program. We argued earlier (Chapter 2) that the task-graph abstraction can be useful for exploring and understanding many program performance issues. In this Chapter, we illustrate how the task-graph based deterministic model can be used to examine several design issues for some of the programs studied in the previous chapters, specifically Polyroots, PSIM and Locus Route. For each of these programs, insight obtained by using the model led to one or more suggested program design changes. After implementing the changes for two of the programs, the performance improvement predicted by the model was borne out in each case.

7.1. Evaluating Possible Changes to Polyroots

The speedup curves for Polyroots in Figure 6.1 (a) showed that the speedup of this application is substantially less than linear, and is also non-uniform and can be particularly poor at some values of \( P \). To gain some insight into the program in a specific instance, Figure 7.1 shows the execution profile of the program (i.e., the instantaneous number of active processors as a function of time during an execution) when executing on 24 processors. This profile is directly available from the deterministic model solution. In the figure, the fluctuating parallelism seen in initial phases of the execution is due to the small tasks and numerous precedences in the corresponding portions of the task graph. (The task graph for this input size is similar in structure to that shown in Figure 5.1 (d).) The final phase of program execution begins about 10.3 seconds after the start of the program. This phase, corresponding to the lowermost box in Figure 5.1(d), is a single parallel loop beginning and ending in a barrier, and containing \( P_{\text{max}} \) large and non-uniform tasks. The execution profile shows that there is sufficient parallelism in the initial half of the execution of this phase but much lower parallelism in the entire second half, thus indicating poor load-balance during the execution of the phase.
Figure 7.1. Execution profile showing number of busy processors over time for Polyroots.

Input polynomial degree 30: $N = 317$, $P_{\text{max}} = 30$, $P = 24$.

To explore this imbalance further (and to illustrate the detailed task- and process-level information available from the model), Figure 7.2 (a) shows timelines of execution for each process; a continuous band of a fixed shade represents the execution of a single task by the corresponding process. The figure shows that the load imbalance arises because of the large, irregular granularity and relatively small parallelism. A closer inspection also shows that the two longest tasks in the phase (the last task each for processes 23 and 18) are among the last to begin execution, thus exacerbating the load-imbalance. Recall that the program uses a single shared task queue to store and allocate the tasks; the timelines show that the two largest tasks in fact appear towards the end of the queue. This immediately suggests that one simple improvement would be to place the largest task, which is trivial to identify, at the head of the task queue. However, if all task processing times in the phase were somehow known during program execution, better performance might be possible if tasks were picked off the task-queue in decreasing order of execution time. In fact, this heuristic, called the Longest Processing Time (or LPT) rule, is optimal (among non-preemptive schedules) when there are at most twice as many tasks as processors, and in the general case its execution time is bounded to within $1\frac{1}{3}$ of that of the optimal schedule among non-preemptive schedules [HoS84].
Figure 7.2. Process timelines showing individual task executions for Polyroots.

Input polynomial degree 30: $N = 317$, $P_{\text{max}} = 30$, $P = 24$. 
Figure 7.3. Effect of reordering tasks in the final phase of program polyroots.

It should be clear that the deterministic model can easily be used to predict the effect of these two changes, and compare them to the original program. Observe that all three use dynamic scheduling from a single task queue, and only the ordering of tasks in the queue is different in the three alternatives. Thus, we can use the model to predict the execution time in each case simply by specifying the input values of \( T(i) \) in the appropriate order. First, to re-examine the case studied earlier, Figure 7.2 (b) shows the new process timelines with the LPT rule, as predicted by the model. The figure shows that the overall execution time drops from 30 to about 25 seconds. Thus, the improvement is significant, at least for \( P = 24 \). To determine the effect on execution times at other values of \( P \), the predicted speedups with the LPT order are shown in Figure 7.3 (a). The figure also shows the predicted speedup with the simpler heuristic of placing the largest of the tasks first in the queue. This graph shows that the simpler heuristic would yield a small though useful improvement for \( P \geq 16 \), but executing the tasks in the LPT order would yield a more significant improvement in speedup over a wide range of \( P \). These results indicate that it could be worthwhile to attempt to implement the LPT heuristic in the program.

In fact, the LPT order can be approximated in the program with very little additional computation at the start of the phase. Each task in this final phase executes a binary search on an interval of the real line; the two largest tasks correspond to the unbounded intervals at either end. We inserted
sequential code at the start of the phase to sort the tasks in decreasing order of the corresponding interval lengths. The new task order obtained is not exactly in decreasing order of execution time; we therefore call it the Approximate LPT order. We measured the execution time of this modified program for $1 \leq P \leq 16$ on the Sequent Symmetry. We also used the deterministic model to predict the execution time with the approximate LPT order (simply by ordering the input data to the model in the appropriate sequence, determined from the modified program). In Figure 7.3 (b), we compare the predicted speedup for LPT with the predicted and measured speedups for the Approximate LPT task order as well as the original program. (Note that we have truncated the axes to $P \leq 16$, compared to the graph in (a).) The figure shows that the simple approximation to LPT was able to realize almost the full improvement possible with LPT. More important in the context of this work, the model was able to provide insight into a performance bottleneck, accurately predict the performance impact of the various modifications, and correctly predict that it could be worthwhile to attempt the full task reordering. This is possible because of the precision with which the deterministic model represents task ordering and scheduling behavior, and the accuracy with which it computes synchronization costs in the program.

Improving the load balance in this phase could also be possible with a finer granularity of parallelization, but this would require modifications to the algorithm. Alternatively, this might also be possible with preemptive scheduling of tasks. For example, potentially higher and also more uniform speedup would be obtained if the processing power is allocated to the tasks using processor sharing (i.e., idealized round-robin task scheduling). In this case, for any number of processors, the execution time would be independent of the order in which tasks appear in the task queue since, effectively, all parallel tasks would be served “simultaneously”. With system support this could be approximated by using $P_{\text{max}}$ processes to execute the program, and system-level round-robin scheduling to schedule the processes on $P \leq P_{\text{max}}$ processors. Again, we can use the deterministic model to predict the speedup achievable with this method, using the simple modifications to the model for processor sharing described at the end of Section 4.2. These model predictions indicate the available potential for improvement; in practice, additional overheads due to context switching and cache interference between the multiple processes sharing a processor would reduce the actual performance improvement obtained.

Figure 7.4 compares the predicted speedup for Polyroots using processor sharing with the speedup of the original program (FIFO scheduling). With processor sharing, the speedup improves
for all $P < 30$, but the predicted improvement is significantly higher than the Approximate LPT task order only for a few values of $P$ (e.g., 14 and 29). In practice, of course, the overheads incurred in any system that provides processor sharing of tasks will not be negligible. Nevertheless, these results further demonstrate the modeling power of the task-graph-based analytical model.

It is also interesting to compare the predicted speedup to the processor sharing $\langle A + P_{\text{max}} \rangle_{\text{PS}}$ bounds of Eager et al, and we show these curves in Figure 7.4 as well. The lower bound is much closer to the actual speedup in this case. Also, the bounds provide more accurate qualitative insight into the smooth speedup behavior of processor sharing than into the non-smooth performance of FIFO task scheduling.

7.2. Evaluating a Possible Design Change to PSIM

The speedup curve for PSIM in Figure 6.2 showed that the application has a speedup of about 13.5 at $P = 16$, and fairly poor speedups at small odd values of $P$. To analyze these results further, Figure 7.5 shows the three principal components of lost CPU cycles in this program for different values of $P$, as predicted by the deterministic model. Each bar shows the average fraction of execution time lost to communication (the components due to latency and bus contention are shown separately) and to idle time, each averaged across all the processors. The high average parallelism,
as well as the lower idle fraction at $P = 16$ than at $P = 3$, indicates that the idle cycles are caused by load-imbalance rather than insufficient parallelism. This is confirmed in Figure 7.6 (a), which gives predicted timelines of process execution in two cases, namely $P = 3$ and $P = 16$. In this graph, each interval of fixed shade represents the execution of a set of tasks belonging to a single loop (recall that each parallel phase of the program contains 6 parallel loops). The load-imbalance due to the processor-splitting scheduling method (which schedules different sets of loops on even and odd numbered processors in each phase) can be clearly seen for $P = 3$. More unexpectedly, there is also some load-imbalance in the second phase of the program at $P=16$: even though the same number of processors are assigned to every loop, the two sets of loops for even and odd numbered processors appear to contain unequal amounts of work.
Figure 7.6. Process timelines showing executions of task groups in PSIM.
Since the tasks within each loop have approximately equal work, the load-imbalance should be smaller if, instead of splitting the processors between loops, the iterations of each loop were statically scheduled across all processors. The deterministic model can again be used to predict the execution times that would be obtained in this case. The predicted process timelines with no processor splitting for $P = 3$ and $P = 16$ are shown in Figure 7.6 (b). They show that this ordinary form of static loop scheduling achieves good load balance, at least at these values of $P$, with only slight imbalance in the first phase at $P = 16$. We also modified the program code to eliminate processorsplitting and directly measured the new execution times. In Figure 7.7, we compare the predicted and measured speedups for the original as well as the new scheduling method. The predicted improvement in speedup is about 5.5% for even values of $P$, and as high as 40% for $P=3$. Once again, the deterministic model was able to accurately predict the achievable performance improvement: the graph shows that predicted performance with the suggested design change is very close to the performance attained by the subsequently modified code. We also used the deterministic model to examine dynamic scheduling of the loop iterations (ignoring any scheduling overhead such locking the index variables), but the predicted further improvement was negligible. Examining the components of lost CPU cycles with the new scheduling (Figure 7.8), we see that the lost cycles are now almost entirely due to communication overhead, including significant bus contention.
Figure 7.8. Sources of inefficiency in PSIM without processor-splitting.
Input: 4096 node system; \( N = 40963, \ A = 3407 \)

7.3. Evaluating Communication Locality and Load Balancing in Locus Route

In some applications, a trade-off must be made between locality of communication and load-balancing of computational work: careful static task allocations can enhance locality but may cause load-imbalance, while dynamic scheduling can provide better load-balance but may reduce the locality of communication. Evaluating such design choices requires considering both effects. The deterministic model can predict communication costs in a program accurately, given the appropriate parameters such as cache miss rates. Unfortunately, when studying possible modifications to a scheduling algorithm and their impact on communication, predicting the effect of the modified scheduling on parameters such as cache miss rates can be difficult. Thus, in general, it may be necessary to measure these parameters, which in turn requires implementing the modified code. In fact, however, the deterministic model can be used \textit{a priori} to obtain at least some task and process level information about communication locality, and thus to explore design choices that influence locality as well as load-balancing.
The VISI wire routing program, Locus Route, requires a dynamic load balancing strategy because of the widely varying execution times of the individual tasks. However, two or more processes routing wires through overlapping regions of the chip must read and intermittently update common portions of the cost-array data structure, and this is the principal source of remote communication (cache misses) in the program [SWG92]. To reduce this communication requirement, Locus Route provides a semi-static task scheduling option called geographic scheduling in which separate task queues are maintained for tasks corresponding to wires in different regions of the chip. The underlying principle is to enhance processor locality of data access by allocating only one or perhaps a few processes per task queue. The chip is divided into a number of regions of equal area, with one task queue used for each region, and each wire placed in the task queue of the region containing its leftmost pin.\textsuperscript{22} In each iteration, each processor is initially assigned to a single queue. To reduce load imbalance, a process takes tasks from another queue once its own queue becomes empty, choosing a queue with the fewest number of processors assigned to it.

Figure 7.9 (a) compares the predicted speedups of geographic scheduling and dynamic scheduling from a single task queue for the same input as before (bnrE.grin) on the Sequent Symmetry, using measured values of the communication parameters for each case, as in the experiments in Chapter 5. (For comparison, the figure also shows the speedup of the static form of geographic scheduling, i.e., where a process stays idle after completing its allocated tasks. To predict the speedup in this case, the measured communication parameters for geographic scheduling were used, since the static form is not actually implemented in the code. As expected, this scheduling method has poor performance due to extremely poor load balance.) The two dynamic policies have very similar speedups (measured as well as predicted), in part because the latency of communication on the Sequent system is relatively low and hence only a small fraction (about 4-5\%) of execution time is lost to communication in each case. On systems with higher communication latencies relative to CPU speed, however, higher locality is likely to be more significant.

To explore to what extent this locality is compromised by the need for processes to switch task queues to preserve the load-balance, we used the model to compute how the average number of

\textsuperscript{22} Since long wires can span multiple regions, processes working on different queues will still need to share data. Computing regions to ensure non-overlapping data access, even if possible, would require much more sophisticated computation.
active processes per active region changes over the interval of execution of the program. Figure 7.9 (b) plots this average as a function of time in an execution on 16 processors, using 16 regions for geographic scheduling. (The pair of points on each curve mark the end of the first and second iterations of the program.) In the static form of geographic scheduling, exactly one process works on each region throughout the execution. In the actual (i.e., non-static) geographic scheduling, however, the average changes as processes switch from empty to non-empty queues. (An increasing step in the figure indicates either that a process switched queues, joining a region that already had one or more processes working on it, or that the last process working on a region became idle, thus decreasing the number of active regions. A decreasing step indicates that a process became idle while at least one other process still had an unfinished task for the region.) The figure shows that some processes complete their allocated tasks and have to switch queues early in each iteration, indicating the some task queues contain relatively little work. For a substantial portion of each iteration, the average number of active processes per region is fairly large, indicating that a few queues contain a large fraction of the total work. Thus, the key conclusion from this figure is that an unbalanced initial division of work, i.e., causing some regions to contain much more work than others, could significantly compromise the processor locality of communication.
The above results suggest using a more balanced initial division of the chip into spatial regions. We used the deterministic model to study one hypothetical division of this type, in order to evaluate the possible effect on locality. To restrict the division to be based on information available to the program, we used the area of the bounding box of each wire (the smallest rectangle containing it) as a measure of the work required for the wire [SWG92]. We then divided the chip into rectangular regions containing approximately equal amounts of work, still using the leftmost pin of a wire to define its "location" on the chip. The division is approximate mainly because of the artificial restriction to rectangular regions, assumed in order to simplify the computation required to do the division. By specifying the new allocation of tasks to queues, the model can once again be used to predict the detailed evolution of the average number of processes per region with this new allocation. (For the low-level communication parameters, we used the values measured earlier for geographic scheduling. These could not be directly measured since the study was done entirely without modifying the program.) Figure 7.10 (a) compares this average with the corresponding curve for the original (i.e., "equal-area") geographic scheduling, shown previously. The figure shows that the improved division of tasks significantly reduces the length of time for which the average is greater than one and also significantly reduces the average number of processes per queue over substantial intervals of the program. Together, these curves indicate that the more equitable, yet simple, initial
division of tasks should enhance the processor locality in the program.

We also found using the model that a balanced initial division of tasks among task queues incidentally tends to improve the overall load balance in the program, in addition to any improvement due to better communication locality. For example, ignoring the change in communication locality (since new values of the communication parameters are not available), Figure 7.10 (b) compares the speedups for the balanced geographic scheduling with those for the other scheduling alternatives shown earlier. (The communication parameters for equal-area geographic scheduling were used for the balanced geographic scheduling.) The figure shows that the balanced method has slightly higher speedups than the original geographic scheduling. This improvement is due to due to a slightly better order of execution of the wires. For example, on 16 processors, Figure 7.10 (a) shows that all but one of the tasks in each iteration complete well before the end of the iteration. In general, balanced geographic scheduling has a tendency to yield slightly better load-balance than scheduling methods that do not consider task execution times since large tasks will tend to begin execution earlier because of having fewer tasks in their task queue, on average. However, it could also perform significantly worse. In general, as was seen earlier in Polyroots, tasks with widely varying granularities can make the overall execution time sensitive to the order of execution of tasks.

The above discussion indicates that a heuristic reordering of the order of execution of tasks, as in the case of Polyroots, might be used to reduce the execution time. Using the same estimate of computation work as before, this can easily be combined with the balanced task allocation: after allocating the task to the different queues, the tasks in each queue can be reordered in decreasing order of computation work. As before, we used the deterministic model to predict the execution times with this change. (Unlike in Polyroots we are not predicting the effect of perfect LPT ordering based on known task execution times, but only the approximate ordering which can be implemented in the program.) Figure 7.11 (a) compares the new speedups with those for the unsorted balanced method and the original scheduling methods. The figure shows that the heuristic reordering based on approximate estimates of task execution times is successful in improving speedup, and provides significant improvement for $P > 10$. Furthermore, unlike the contingent improvements in load-balancing for the (unsorted) balanced geographic scheduling, our intuition about the benefits of LPT ordering indicates that the performance of this heuristic should be consistent for other input circuits as well (assuming the approximate estimates of task execution times are not less reliable).
These improvements in load balance due to reordering, however, come at the possible cost of some decrease in locality compared to the unordered balanced geographic scheduling. Specifically, the key effect of initially sorting the queues is to increase the likelihood that processes that complete their work early will find leftover tasks in other queues. Consequently, at the end of each iteration, we can expect the average number of processes per queue to be higher than in the unsorted balanced case. Again, we can use the deterministic model to obtain some information about this loss in locality by predicting the average number of active processes per active region as a function of execution time under the reordered balanced geographic scheduling. Figure 7.11 (b) compares this average with the curve previously given for balanced geographic scheduling. As expected, we see a narrow spike in the former curve towards the end of each iteration. The interval over which this number is much larger than 1 is still small, however, and thus the locality is reduced for only a small portion of the execution time. (The figure also confirms the improved load-balance as shown by the steep drop in the number of active processes close to the end of each iteration.) Overall, we conclude from these results that the loss of communication locality due to the reordering of tasks is likely to be worthwhile, given the significant improvement in load-balance predicted by the model.

In the above experiments, metrics from the deterministic model suggested a modification to the scheduling in a program to improve locality of communication, provided some task and process
level information about the potential improvement in locality, suggested a further improvement in load balancing and provided information about the consequent trade-off in locality. Thus, although new communication parameters such as cache miss rates are difficult to obtain, the model could be used to provide some insight into the performance impact of program design choices that affect communication costs as well as load balancing. Although these results are specific to Locus Route, semi-static scheduling using multiple tasks queues is a typical method for improving communication locality while preserving acceptable load balance. Similar experiments would be possible in other such programs as well. In each case, however, a complete comparison of execution times under the various design alternatives would require knowledge of their impact on cache miss rates and other parameters describing inter-process communication. In particular, comparing such design alternatives analytically would require analytical techniques to derive these parameters for a given program, scheduling method and system configuration. If such techniques can be developed, the deterministic model would provide the framework to include these techniques in a complete evaluation of the above kind of program design alternatives as well. These issues are briefly explored further in Chapter 9.

7.4. Summary

To summarize the results of this chapter, we used the deterministic model to predict the performance impact of program design changes that affect load-balancing in two programs, and to explore design changes in another program that affect load-balancing as well as communication locality. The former experiments show the ability of the deterministic model to precisely represent the important details of the task scheduling and execution of a program and to compute synchronization costs sufficiently accurately in each case. Section 5.2 showed that the principal defects in previous analytical models fall in exactly these two areas: the exponential task models yield inaccurate predictions of synchronization cost, while the simple i.i.d. task models are unable to capture details of task scheduling. Furthermore, only the full Markov chain models are able to distinguish between different orderings of tasks in a task queue, whereas the other models (including Mak and Lundstrom and Kruskal and Weiss) do not distinguish between different orderings. Thus, the deterministic model is able to overcome key limitations of previous models. The model can also be used to obtain task and process level information about communication locality that can be useful for comparing design issues that affect locality as well as load-balancing. Overall, we believe these
results indicate that the model can support useful and potentially important performance prediction for parallel programs.
Chapter 8

Further Implications of the Study of Random Delays

The three previous chapters used the results from the study of random delays to motivate, develop and demonstrate an improved model for parallel program performance prediction. In this chapter, we briefly discuss other implications of the results of the random delays study. In particular, we use examples to show the implications for stochastic performance models of parallel systems (Section 6.1), and we briefly describe some insights the results provide for programmers of parallel systems (Section 6.2).

8.1. Implications for General Parallel Processing Models

The data presented in Chapter 3 strongly indicate that the principal effect of communication delays in shared-memory parallel programs is to increase the mean completion time of a process in a phase, and not the variance, even under conditions of high communication costs and contention. Furthermore, the data indicate that the overall variance of execution time between synchronization points due to both communication delays and processing requirements is also extremely small in many programs. Both results were corroborated for the same programs by the evidence of Section 4.4: a deterministic model that ignores both sources of variance proved to be accurate for the programs studied.

Stochastic models are nevertheless important for the performance evaluation of high-level design issues in parallel systems including issues such as multiprogrammed multiprocessor scheduling policies, synchronization management policies within programs, and sometimes abstract models of parallel program behavior as well [ALL89, BaL90, ChN91, LeV90, LeN91, LCB92, NTT88, Nelt90, NTT90, SeT91, ZaM90]. For example, the models in multiprocessor scheduling performance studies must represent complex workloads consisting of many different jobs (programs). Representing the characteristics (e.g., CPU demands, parallelism, etc.) of each individual workload member would be too tedious and sometimes impractical. In such cases, a stochastic representation of aggregate workload characteristics is usually necessary.
Many parallel system performance models must assume exponentially distributed task or process execution times to permit tractable analysis. The evaluation of stochastic models for parallel programs in Chapter 5 might seem to indicate that parallel system models that assume high variance are seriously limited as well. This extrapolation is not valid because the goals of the two types of models are typically quite different. In particular, for the models in Chapter 5, numerical accuracy of the predictions for a specific program is an important consideration. In many parallel system performance models, however, the nature of the problem requires a qualitative comparison of design alternatives based on quantitative performance estimates. More generally, the qualitative or quantitative conclusions of the models may not be sensitive to the precise representation of synchronization costs in individual programs. Our results in Chapter 3 emphasize that it is important to determine by informal reasoning or formal validation how the model results depend on the exponential assumption. Specifically, the results imply that if a conclusion of such a model would be significantly weaker, or even different, for programs that have much lower task time variance, it may not apply to many parallel programs. In the remainder of this chapter, we discuss two examples of previous results obtained through stochastic performance models of parallel systems. The conclusion in the first example does not appear to be strongly influenced by the distributional assumption used to derive it, whereas in the second example the strength of the conclusion is affected by the choice of distribution used to represent the parallel workload.

A result that is not strongly dependent on the distribution assumption is as follows. Nelson et al [NTT88] showed that in an environment containing mixed sequential (interactive) and large parallel (batch) jobs, an unpartitioned parallel system yields better performance than one in which processors are statically partitioned among the two classes. They assumed that the parallel jobs consisted of tasks with exponentially distributed execution times. But, in fact, Setia and Tripathi [SeT91] showed that the same conclusion holds with a completely different assumption about task times. Specifically, they assumed that each job consisted of tasks of equal size, while the total execution time of the jobs on any fixed number of processors was assumed to be exponentially distributed.

In contrast, one result that is significant for exponentially distributed tasks but weaker for tasks with lower variance is Nelson's result [Nel90] that higher variance of parallelism can yield
lower response times, when queueing effects are small. He considers a parallel processing system with \( P \) processors and an arrival stream of parallel jobs, where an arriving job splits into \( n \) tasks with probability \( \beta_n, 1 \leq n \leq N_{\text{max}} \). Each task has exponentially distributed processing requirement with unit mean. He compares two types of jobs, one with higher variance of parallelism than the other, and shows that the jobs with higher variance have significantly lower response times when queueing effects are negligible. This result arises because the completion time of \( n \) tasks on \( P \) processors is a concave increasing function of \( n \). (For example, for exponentially distributed task times with mean \( 1/\mu \), and for \( n \leq P \), it is given by \( (1/\mu) \sum_{i=1}^{n} 1/i_\mu \).) Although this result holds for any concave task time distribution, it is weaker when the curve grows more slowly as a function of \( n \), such as for distributions with lower variability. To show the effect of the choice of distribution, consider the two systems (A and B) that were compared in [Nel90], each with 8 processors but different distributions of parallelism (\( \beta_i \)) as given in Figure 8.1. Both systems have mean parallelism of 2.4, but A has a higher variance of parallelism than B. If each task has exponentially distributed execution time, the ratio of the mean response times of A and B is about 0.82 (i.e., A has 18% lower response time). Now consider the same two systems, but assume task execution times are normally distributed with unit mean and variance \( \sigma^2 \). In Figure 8.1, we plot the ratio of average response times of A and B for a range of values of \( \text{CV} = \sigma \). The ratio is close to 1 for low variance and approaches approximately 0.82 as \( \sigma \) gets close to 1. We repeat this comparison for another pair of systems, C
and D, with 32 processors each, and C having a higher variance of parallelism. The performance ratio of C to D is about 0.75 with exponentially distributed task times, but it is again close to 1 for low σ. Thus, jobs with higher variance of parallelism do show lower response times, but the effect is significant only when the variance of task execution time is high.

The above example is intended only to emphasize that it is important to evaluate the effects of distribution assumptions on the results of a model, as we stated earlier. If a result is dependent on a task time distribution with high variance, our findings show that it may not apply to many parallel programs.

8.2. Implications for Programmers

Load balancing is an important aspect of the design of efficient parallel programs. In particular, programmers have to choose between static and dynamic load balancing for probably every parallel program. Static load balancing is an attractive choice because it is simpler to implement and debug. In most systems today, static scheduling performs well if the computation load is evenly balanced. In future systems with much higher communication costs relative to computational speed, static scheduling would not perform well if contention introduced significant variability in task completion times, even when the computational work is divided evenly among the processes. Our results indicate that this problem is not likely to arise in practice, and the variance introduced by random communication delays can usually be ignored when choosing between static and dynamic scheduling.

It is important to emphasize here that the above argument refers solely to the variance introduced by communication and contention delays. In particular, the mean communication costs of the individual processes sometimes cannot be ignored in choosing a task scheduling policy. For example, locality of communication may be compromised by dynamic load-balancing. Even with static scheduling, a policy that ensures a degree of processor affinity for tasks accessing common data may provide better performance than one that does not ensure such affinity. Nevertheless, these observations do not contradict our conclusion above: for any particular scheduling policy, the load-balance will not be significantly affected by the variance introduced by communication and contention delays. In other words, this variance can be ignored when choosing between different scheduling policies, as stated above.
Chapter 9

Summary and Directions for Future Research

Parallel processing systems hold out the promise of enormous computing power and, perhaps more important, cost-effective computing power across a range of performance levels from high-performance workstations to large-scale multiprocessors. To meet this promise, however, qualitative improvement in the programmability of parallel systems will be necessary. I believe two complementary advances are essential before truly general-purpose parallel programming becomes prevalent. The first is an abstract parallel processing model that can be supported efficiently in hardware and can also serve as a practical model for the design and analysis of parallel algorithms and software. A deep understanding of the important qualitative aspects of parallel processing will be essential for the development of such a model. The second is a comprehensive set of techniques for quantitative performance prediction that will enable programmers and algorithm designers to evaluate design choices and trade-offs. This thesis has shown that analytical performance evaluation techniques can contribute significantly to the understanding of parallel program behavior and provide useful, efficient techniques for quantitative performance prediction.

9.1. Contributions of the Thesis

The first part of this thesis developed an analytical model to study one potentially important aspect of program behavior, namely the non-deterministic nature of delays due to inter-process communication and shared resource contention. This model yields the key insight that even if the individual delays during a process's execution are highly variable, the total delay over an interval of execution will have small variability if the interval includes a sufficiently large number of these individual delays. Detailed measurements show that in shared-memory programs on current systems, the number of individual communication delays in intervals between synchronization points is sufficiently large that such delays introduce negligible variance into the execution time of a process between successive synchronization points, even under conditions of high communication cost and contention. Furthermore, extrapolation based on the analytical model indicates that this conclusion will continue to hold for systems in the foreseeable future, at least for shared-memory programs.
with granularities similar to those on current systems. Finally, for many but not all such programs, non-deterministic processing requirements also introduce only small variance into the execution time between synchronization points.

These results hold potentially useful insights for programmers as well as designers of shared-memory parallel systems. In addition to helping programmers reason about parallel program behavior, these results can provide guidance in specific design decisions. They indicate, for example, that when making design choices for load balancing, a programmer need only consider processing requirements and mean communication costs, and can ignore the variability in communication costs. For analytical models that are used for parallel program performance prediction, the results imply that it may be reasonable to ignore the variance of process execution times when computing synchronization costs. In particular, a deterministic performance prediction model may be more accurate than one that assumes high variability in task times, such as in the exponential distribution. For stochastic performance models of parallel systems, especially models that assume exponentially distributed task or process execution times, the results indicate that it is important to determine whether model conclusions are sensitive to the assumed task or process execution time distribution: such conclusions may not be accurate for many parallel program workloads. Finally, by contributing to our understanding of a basic aspect of parallel program performance, the above results may contribute to the development of a useful and general model of parallel processing, referred to above.

The second part of this thesis developed, validated and demonstrated the use of a deterministic analytical model for parallel program performance prediction. The choice of using a deterministic model was motivated both by the results of the above study of random delays and by a qualitative assessment of the limitations of previous stochastic models. Specifically, these previous models are either restricted to programs with simple task graphs or require complex and non-intuitive solution techniques as well as the assumption of exponential task times to model programs with more complex task graphs. The deterministic model developed in this thesis instead allows a straightforward and intuitive solution technique for arbitrary task graphs and a wide range of static, semi-static and dynamic task scheduling disciplines. Experimentally, it has proved efficient and accurate for the set of programs tested. In contrast, experimental data provided in this thesis shows that stochastic models that only apply to simple task graphs and scheduling disciplines have inconsistent accuracy (when they apply), whereas models allowing more sophisticated graphs and scheduling proved to be
extremely inefficient and often inaccurate. The inaccuracy in the latter models is principally due to the assumption of exponential task times. Also in comparison, parametric speedup bounds and estimates require parameters that are not significantly easier to obtain in practice than the solution of the deterministic model. Furthermore, as shown in Chapter 6, these parametric techniques do not provide significant qualitative information that is available in many cases from the deterministic model, and, perhaps most important, do not apply to non-work-conserving scheduling disciplines including common ones based on static scheduling.

The thesis also provided evidence that the deterministic model can be useful for predicting, understanding and improving certain aspects of program performance. By using an abstract representation of the inherent parallelism structure and task scheduling, the model provides the ability to quickly predict program performance on varying system sizes, varying input sizes, and with a variety of task scheduling strategies. Performance metrics related to the task graph and scheduling are sufficiently detailed to allow a programmer to quantify and understand nuances of program performance. A key aspect of the model is that it represents the program at the task level, where (informally) a task is an independent unit of sequential work. We believe that this identification of tasks, defined in Section 2, is appropriate for reasoning about high-level design decisions during program development, particularly decisions about task granularity, partitioning and scheduling that affect load-balancing in a program.

9.2. Directions for Future Research

Overall we believe the deterministic model provides a promising basis for accurately and efficiently evaluating and predicting parallel program performance. The validations and performance studies in previous chapters have relied on one common methodology for obtaining model inputs to apply the model, specifically deriving the task graph by hand and measuring task execution times and resource usage parameters explicitly. They have also focused on one important class of parallel programs, namely computationally intensive scientific and engineering programs. These experiments and results suggest several directions for future research, including research to widen the scope of performance studies that can be carried out using the model, as well as to investigate using the model in new domains such as I/O intensive parallel applications. The latter case also provides scope for further uses of the renewal model to explore program behavior in these new domains. These avenues for future research are briefly discussed below.
The nature and scope of performance studies based on the deterministic model could potentially be expanded in two different directions: towards more abstract algorithm analysis similar to studies that use abstract computational models, and towards detailed and comprehensive program performance analysis in conjunction with measurement and simulation, incorporated into automated performance tools.

First, it would be interesting to investigate applying the model at an abstract level for analyzing and comparing algorithms, represented by their task graphs. Standard sequential algorithm analysis techniques might be used to estimate task CPU times, whereas a parallel computation model must also be considered for estimating the inherent communication requirements with other tasks. Finally, each of these inputs must be appropriately translated into numerical values that can be used by the model. With these inputs, the model could be directly applied to obtain numerical estimates of execution time, and thus used to study algorithm performance as a function of input size and number of processors, and to compare alternative algorithms. Although the model would not yield analytic expressions for the execution time of a given algorithm, this might be offset by the ability of the model to analyze complex algorithms (e.g., complex task graphs) and complex task scheduling policies, including dynamic policies. Finally, experience with using the deterministic model for algorithm analysis as well as parallel program performance prediction could contribute to the development of more sophisticated and comprehensive algorithm analysis models in the long run.

Second, it would be worthwhile to investigate incorporating the model into automated measurement or simulation-based performance analysis tools. If the process of deriving model inputs can be partially or fully automated, it would considerably simplify the use of the model for the programmer. Furthermore, measurement or simulation-based tools could use the deterministic model to provide task-level analysis of program performance. This would combine the complementary strengths of analytical studies and measurement or simulation, and could yield a number of benefits for each. The task-level analyses using the model (besides being simpler for the programmer to carry out) could be supplemented with more detailed performance experiments made possible by measurement or simulation, for example, analysis of communication events at the level of individual data-structures or code statements. Conversely, measurement or simulation tools should benefit from the efficiency and insight provided by the analytical model. Perhaps more important, such tools, which have generally been restricted to a given program on a specific system, could exploit the predictive
power of the analytical model to explore the effect of system and program design changes. Overall, exploring the benefits afforded by the combination of these approaches would be a significant and interesting research problem. The initial and perhaps the more challenging research issues, however, will arise in developing the infrastructure required to automate the process of applying the model.

For the deterministic model to be integrated into automated performance tools, compiler or run-time support (and perhaps also programmer annotation) will be required for creating the task-graph of a given program. Some requisite infrastructure for program analysis is already available in parallelizing compilers such as Jade [RSL93] and others, and in run-time systems such as Chores [EaZ93]. In parallelizing compilers, the compiler automatically detects and enforces (a superset of) the data dependencies in a program, and implements the partitioning and scheduling of work. The task graph defined by these data dependencies can be directly constructed, together with the scheduling function, and instrumentation can be inserted to measure the other model parameters. In Chores, a program is specified in terms of atoms of work, and a collection of atoms that apply the same function to different data sets is called a chore. The atoms are always executed sequentially and thus correspond directly to the tasks of the program. The programmer can specify certain kinds of static and regular precedences between atoms (indexed chores) or implement more complex precedence structures by adding atoms to a chore during execution (dynamic chores). In the former case it should be possible to construct the task graph from the specified precedences between atoms.23 Developing the necessary infrastructure for systems where it is not already available, as well as building on the infrastructure to implement the deterministic model would be significant research problems. Finally note that, besides simplifying the process of using the model for the programmer, a programming environment supporting automatic construction of model inputs might itself make use of the model. In parallelizing compilers, for example, the model might be used to guide various task granularity and scheduling decisions, especially decisions that can be made at compile-time.

23. Specifically, this should be possible at least in programs where no additional precedences are introduced using low-level synchronization constructs (with programmer annotation to indicate the absence of such constructs).
A related avenue for future research, one that could enhance the overall predictive power of the deterministic model, is to develop analytical techniques to predict cache miss rates and other communication parameters, or at least the changes in the parameters, for a given program on new system configurations and under new scheduling methods. Such techniques would enable the model to explore the impact of hypothetical system and algorithm design changes on communication costs in greater detail than is possible now. A preliminary step in this direction has recently been taken. Tsai and Agarwal [TsA93] describe a method for computing multiprocessor cache miss rates in shared-memory algorithms as a function of problem size, cache line size, and system size, for algorithms with simple, regular and fixed data reference patterns. However, their method requires a detailed analysis by hand of the communication pattern in the algorithm to derive the final miss rates. A new challenge is to develop an appropriate high-level representation of communication behavior from which the relevant low-level communication parameters can be derived. (This is analogous to the abstract, task-level representation of parallelism and scheduling, which makes it possible for the model to predict in detail the impact of hypothetical system and algorithm design changes on synchronization costs and load-balancing.) The appropriateness of the representation should be judged not only by the effort required of the algorithm designer for deriving it but also the insight into program behavior that can be directly gained in the process. At least for regular applications such as the ones studied by Tsai and Agarwal, we believe such a high-level model could be possible.

The validation and uses of the deterministic model in this thesis, as well as the studies of the effect of random delays, have focused on current computation-intensive scientific and engineering applications. Similar studies are possible for other classes of applications as well as for applications on future systems. First, the renewal model or extensions thereof could be used to examine the validity of the assumption of deterministic task and process execution times for new classes of programs. On future systems, even for the class of applications studied here, the conclusions of the study of random delays would have to be validated using measurements of the renewal model parameters for those systems. The results of such studies have impact both on the design of parallel programs and on the techniques used to evaluate and predict parallel program and system performance, as shown by the implications of the renewal model study in this thesis. Finally, either for new application classes or on new systems, if the deterministic task assumption appears reasonable, further experiments could explore whether the deterministic model continues to prove useful for
exploring the key performance issues.

An important class of applications not considered in this thesis are I/O intensive applications. The validity of the deterministic assumption in the presence of significant I/O activity would have to be examined. Based on insight from the renewal model, we speculate that processes that perform large numbers of I/O operations should see low relative variability, even if the mean time for I/O is fairly high. In any case, directly applying the deterministic model for such programs should be an interesting test of the modeling approach. A key feature that could be found in such programs but was not present in the applications studied in this thesis is the use of multiple processes per processor to overlap computation with I/O activity. The accuracy of the model extensions for handling this case, suggested in Section 4.2.3, would have to be evaluated. If successful, the model could yield a potentially important analytical evaluation technique for such programs. For example, the model might be useful for application areas such as parallel query processing in database systems where, again, significant partitioning and scheduling issues arise [ShN93]. A common workload characteristic complicating the problem of partitioning is data skew. In such cases, skewed task execution times would have to be represented as a set of (unequal) deterministic quantities, with the partitioning of work represented by the scheduling function. These aspects are analogous to the task execution times and scheduling in the applications studied in this work, and it appears reasonable to explore this approach for the new class as well.

Though much is taken, much abides. Today, large-scale parallel processing systems are on the verge of the transition from research vehicles to mainstream use, but exploiting the computing power of these systems remains a complex and laborious task. Nevertheless, it appears realistic to look forward to the day when our understanding of parallel computation and the techniques and tools available for programming parallel systems can keep pace with the size and power of these systems, and when parallel programming is as commonplace as sequential programming is today.
Appendix A. Proof that $F_T$ is Asymptotically Normal

Claim. If $\sigma_P^2$ and $\sigma_C^2$ are finite, then $(T(D) - \mu(D))/\sigma(D) \Rightarrow \text{Normal}(0,1)$ as $D \to \infty$, where $\mu(D)$ and $\sigma(D)$ are as given in (7).

Proof. The proof is essentially a direct application of the Central Limit Theorem for cumulative reward processes. For a renewal process generated by the i.i.d. sequence $\{X_i\}$ (with $E[X_1] = \mu$), let $\{W_i\}$ be a sequence of i.i.d. random variables (rewards), where $W_i$ is independent of $\{X_j: j \neq i\}$.

Define the cumulative reward $C(t)$ to be $C(t) = \sum_{i=1}^{R(t)} W_i$, where $R(t)$ is the number of renewals up to time $t$ (just as was defined in (4), Section 3.2.1.1). Then, if $E[X_i^2]$ and $E[W_i^2]$ are finite,

$$
\frac{C(t) - \frac{1}{t} E[W_1]}{\left(\frac{t}{\mu} \text{Var}(W_1 - E[W_1]X_1/\mu)\right)^{1/2}} \Rightarrow \text{Normal}(0,1) \text{ as } t \to \infty.
$$

(A slightly more general case is proved in [Wol89, p. 124].) In our model, let $X_i = P_i$, $W_i = C_i$.

Then $\mu = \mu_P$, $E[W_1] = \mu_C$, and $C(D) = \sum_{i=1}^{R(D)} C_i$. Then, under the hypotheses of the claim, the above theorem directly applies, showing that $C(D)$ converges to a Normal with mean $D\mu_C/\mu_P$, and variance given by

$$
\text{Var}(C(D)) = \frac{D}{\mu_P} \text{Var}(C_1 - \frac{1}{\mu_P} E[C_1]P_1)
$$

$$
= D\frac{\sigma_C^2}{\mu_P} + \frac{D\mu_C^2}{\mu_P^3} \sigma_P^2
$$

But, $T = D + C(D)$, since $C(D)$ is just the total of the communication delays in the first $R(D)$ cycles. Thus $T$ also converges to a Normal with mean $\mu_T = D + D\mu_C/\mu_P$ and variance $\sigma_T^2$ the same as the variance of $C(D)$ calculated above. QED.
Appendix B. System-Level Model for the Sequent Symmetry

In this appendix, we briefly describe the system-level model component we developed to calculate system overhead costs for applications on the Sequent Symmetry. For the applications with significant system overhead (MP3D, PSIM and Locus Route), remote communication was the most important source of such costs, and we used a queueing network model of the Sequent bus sub-system to calculate them. We ignored other sources of overhead, namely lock contention and forking overhead, for our study. If these costs are also significant, Tsuei and Vernon have shown that each can be separately and accurately included [TsV90].

The Sequent Symmetry bus supports an invalidation-based snooping cache protocol. In a previous analytical modeling study of the Sequent bus [TsV92], Tsuei and Vernon showed that two aspects of the bus protocol have a significant impact on performance: (1) at most three read requests can be outstanding at any time from all processors, with at most one per processor, and (2) responses to read requests have higher (non-preemptive) priority for the bus than all other bus requests. In their model, Tsuei and Vernon used a Markov chain in addition to a queueing network to represent these and other details of the bus protocol. We develop a much simpler but less detailed model which represents both the above features of the protocol using a queueing network alone. We compared the predictions of our model to direct hardware measurements of communication costs for these applications, and found that the model predicted mean response times within 10% of the measured values in most cases, and the error was less than 18% in all cases tested. The model is as follows.

The possible types of remote communication requests on the bus are read, read+write_back and invalidate, and for either type of read request the required cache line is supplied either by main memory or by a remote processor's cache. Thus, we use the following parameters (assumed to be the same for each active processor) to characterize remote communication behavior on the Sequent:

\[
\begin{align*}
\lambda_{bus} & \quad \text{Mean request rate to bus per active processor} \\
\hat{f}_{\text{invalidate}} & \quad \text{Fraction of requests that are of type invalidate} \\
\hat{f}_{r,\text{wb}} & \quad \text{Fraction of read requests that are of type read+write_back} \\
P_{\text{cache}} & \quad \text{Probability that a read request is served by a remote cache}
\end{align*}
\]

The values of these four parameters are specified for each task as the resource usage inputs to the model. (Thus, referring to Table 3.2, \(N_{\text{param}} = 4\).) When solving the system-level model, the state \(\text{cur\_state}\) specifies the number of active processors, \(p_{\text{active}}\), as well the identities of the actively
executing tasks. \( \lambda_{bus} \) is set to the average of \( \lambda_{bus}(t) \) for all active tasks \( t \), and the other three parameters are calculated similarly. (If more than 1 process is allocated to a processor, each active task must be weighted according to the fraction of processing power it receives.)

Our system-level model is a closed single-class queueing network model with \( P_{active} \) customers, and with the bus and the two memory modules represented as queueing centers, and the caches and processors represented as infinite-server (i.e. delay) centers. The queueing network is solved using the recursive MVA algorithm, with recursion on the customer population \( n \) from \( n=1 \) up to \( P_{active} \). (Note that since \( P_{active} \) is the number of active processors, rather than processes or tasks, it is effectively just a small constant in this system. For larger systems, e.g., with a few hundred processors, a non-recursive MVA solution might be desirable.) The two important features of the bus protocol mentioned above are incorporated into this solution using heuristic approximations. The non-preemptive priority of the read responses is modeled using a standard MVA priority approximation (service-time-inflation) [BKL84]. The limit of three outstanding read requests is modeled using an additional delay center in the queueing network. For \( n \geq 4 \), read requests visit the delay center with probability \( \rho_{block} \) before using the bus, and the mean delay time per visit to the delay center is \( R_{block} \). For each value \( n \geq 4 \), \( \rho_{block} \) and \( R_{block} \) are first estimated by solving a separate \( M/M/3//n \) queue. The mean service time in this queue is equal to the total mean residence time of a read request from the time it is transmitted across the bus until the time the response is received at the processor (calculated from the queueing network solution at population value \( n-1 \)).

The solution of this overall queueing network in state \( cur_{state} \) gives the average response time for remote communication, \( R \). Then, we calculate the delay for each executing task \( t \) as

\[
T_{delay}(t,T_{remain}(t),cur_{state}) = T_{remain}(t) \times R / \lambda_{bus}(t).
\]

Thus, a single solution of the system-level model yields \( T_{delay}(t,\cdots) \) for all executing tasks.
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