Knaşack: A Zero-Cycle Memory Hierarchy Component

Todd M. Austin
T.N. Vijaykumar
Gurindar S. Sohi

Technical Report #1189

November 1993
Knapsack: A Zero-Cycle Memory Hierarchy Component*

Todd M. Austin  T.N. Vijaykumar  Gurindar S. Sohi

Computer Sciences Department
University of Wisconsin-Madison
1210 W. Dayton Street
Madison, WI 53706
{austin, vijay, sohi}@cs.wisc.edu

November 22, 1993

Abstract

The widening gap between processors and memory necessitates the development of novel memory hierarchies: hierarchies that can possibly service memory references at register speeds, since service at cache speeds may not be adequate. We consider the design of a novel memory hierarchy component, a knapsack, whose purpose is to provide (very) fast access to frequently-used data objects. Software allocates frequently-used objects into a knapsack region of the address space; a knapsack provides fast access (at register speeds in many cases) to these objects. We discuss how a knapsack is different from other memory hierarchy components, how it can achieve superior performance over other components, and how it can be integrated transparently into an implementation of existing architectures. We also carry out a detailed evaluation of a knapsack using several of the SPEC92 benchmark programs. Our results show that for many programs, both numeric and non-numeric, the knapsack offers significant opportunity for memory access optimization. Using a profiler-based packing heuristic which can allocate both globals and locals to the knapsack region, we found that a knapsack as small as 4k bytes could service a significant number of memory references for many of our benchmark programs.
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1 Introduction

Ever-increasing CPU speeds continue to place greater demands on memory systems. Improving memory bandwidths, and decreasing memory latencies is of paramount importance if the rate of increase in processing speeds is to be sustained. To date, most techniques to improve memory system performance have primarily used hardware-only techniques: caches[14], lockup-free caches[10][15], multiport caches[15], hardware prefetching[8] and buffers[8], etc. With increasing on-chip real estate, designers are using the additional resources to integrate larger amounts of existing memory hierarchy components on chip. Our feeling is that a brute-force integration of larger sizes of well-known memory hierarchy components may not be the best solution; other avenues need to be explored.

A trend that has emerged in the design of high-performance processors is the ever-increasing demands placed upon the software (compilers in particular). Such processors, which exploit instruction-level parallelism (ILP), benefit greatly from software assist. Without sophisticated software technology, such processors typically cannot achieve high performance levels. A natural next step is to use sophisticated software technology to optimize memory hierarchy performance. This area has received a lot of attention recently; much of this work has concentrated on improving the performance of an existing memory hierarchy component, namely the cache, using two main techniques: prefetching to reduce the number of compulsory and conflict misses [2][3][9], and blocking to increase the reuse of data once it has been cached, by changing the reference patterns of the application[11].

Our interest in this paper is not to improve the performance of well-known memory hierarchy components, but to explore the use of another component. The component we have in mind, a knapsack, could be accessed at register speeds, for the most part, and yet can be introduced transparently into an implementation (of an architecture). The basic idea is to map a restricted part of the address space into the knapsack using a very simple mapping strategy. The small size and restricted mapping facilitate fast access. Sophisticated software is then assigned the task of allocating frequently-used data objects in this restricted part of the address space, so that fast access to this part of the address space translates (dynamically) into fast access for a reasonable number of memory accesses.

The outline of the paper is as follows. Section 2 discusses the attributes of components found in common memory hierarchies. The purpose of this section is to discuss how certain attributes influence the use and the performance of the components. Section 3 presents the proposed memory hierarchy component, a knapsack, along with a discussion of its benefits, including potential access at register speeds. Section 4 discusses how a compiler can make use
of a knapsack, and Section 5 presents an evaluation of the knapsack using fifteen of the SPEC92 benchmark programs. Finally, Section 6 presents concluding remarks.

2 Components of Common Memory Hierarchies

A memory hierarchy is a collection of storage entities, or components, with each component consisting of several elements of storage. For purpose of discussion, we can assume that a program is referencing objects allocated in a (virtual) memory address space; objects in this address space are mapped onto components of the memory hierarchy during the execution of the program. The goal of a memory hierarchy is to service memory requests from the program with the desired latency and the desired bandwidth. A hierarchy typically accomplishes this by mapping frequently used data objects into components of the hierarchy that can service the requests faster. By mapping we mean the placement of data objects in the component of the hierarchy.

We begin by discussing the fundamental issues that characterize a component, and then discuss common memory hierarchy components. Three fundamental issues characterize how a component fits in the overall memory hierarchy:

1. Whether the component is architecturally-visible, and has a separate address space,

2. Whether the component is addressable, and

3. The processes of determining which component a referenced object is in, and where it is in the component.

A component is architecturally-visible if it is visible to the instruction-set architecture (ISA). That is, the ISA treats the component as a distinct part of the hierarchy. It does so by considering the component to be part of a separate address space, and providing support in the ISA to access the component. Because the component is in a separate address space and uses special addressing mode instructions, software support is required for correct use of the component. An example of a component in a separate address space is the (architectural) register file.

If a component has its own address space, software is responsible for deciding which objects reside in (or are mapped into) this component, and when they reside in the component. In order for software to map objects from one address space (the virtual address space where most\(^1\) data objects of a program reside), into another address space (the address space of the

\(^1\)We say most, not all, since some objects may never exist in the virtual memory space of a program. Examples
component), several problems have to be solved. One, the software has to analyze the memory references of a program to make sure that there are no aliases involving objects that it maps into a different address space. In the extreme, this boils down to determining which object an arbitrary memory operation accesses. The complexity of these analyses, in the presence of control flow and pointers, limits the number of data objects that can be mapped into a different address space. Two, since the hierarchy component is very likely much smaller than the size of all the objects that a program might want fast access to, different objects have to be mapped into the component at different times in the execution of a program. Software has to decide which objects are mapped, and when. This problem becomes very hard when the objects are of varying sizes and can’t be broken up.

If a component does not have a separate address space, it is architecturally-invisible. That is, software is not required for correct use of the component. (However, architecture-invisibility does not imply that the component is invisible to the software. While software is not required for correct use, it can be used to optimize performance of the component.) With an architecturally-invisible component, data objects can be dynamically mapped, with the mapping process (primarily) being the responsibility of the hardware. Since software is not required to give any guarantees, extraordinary demands are not placed on it. However, hardware suffers from the lack of global knowledge of (possible) program reference patterns. Software can assist the hardware by giving it hints and advisory directives. The point worth emphasis here is that software is assisting the hardware, but is not responsible for providing it with any guarantees: the hardware can use the memory hierarchy component correctly without any software assistance.

The second fundamental issue deals with the addressability of the component. If elements of the component can’t be addressed then it is not possible, to map objects that may be referenced indirectly into this component. (It is worth pointing out that just because a component lies in a separate address space does not mean that its elements are addressable. For example, registers form a separate address space from memory, but are not addressable if self-modifying code is prohibited.) Software analysis to determine which objects can’t be referenced indirectly is hard in the presence of pointers, thereby limiting the number objects that can be mapped into this component. Related to the notion of addressability is the notion of indexing. If the component can’t be addressed, it can’t be indexed, that is, it is not possible to compute the address of a datum mapped into this component by adding an offset to the address of another datum. The lack of an indexing ability prevents the mapping of aggregate data objects, such as arrays, into this component. For example, since primary registers cannot be indexed in most architectures,

include temporaries, parameters, and local variables of a program that are resident only in the register address space during the execution of a program.
<table>
<thead>
<tr>
<th>Memory Hierarchy Component</th>
<th>Architecture Invisibility</th>
<th>Addressability</th>
<th>Presence detection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Indexable</td>
<td>Indirect</td>
</tr>
<tr>
<td>Registers</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Caches</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Vector Registers</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Traditional Local Memory</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Stack Cache</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Knapsack</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: Attributes of Common Memory Hierarchy Components

compilers cannot produce code corresponding to loops that process array elements, if the array elements are mapped into the registers.

The third fundamental issue deals with accessing data in a memory hierarchy. When a memory reference is generated, how do we know which memory component it should be directed to, and where can the referenced object be found in the component.

If the component is architecturally-visible, then the software is responsible for directing the reference to the component, and hardware is not involved in the decision making. For example, if a variable is mapped into a register, software ensures that further references to the variable are directed to the register.

If the component is architecturally-invisible, hardware has to determine which component the object is in. It does so by imposing an ordering on the components (for example L1 cache followed by L2 cache, and so on). Selected places are searched in each component, and the components are searched in order. The complexity of the search process is determined by the mapping strategy. If the mapping allows many objects from one component to be mapped into many places in another component (for example many blocks from memory being mapped into many block frames in a set associative cache), then hardware has to direct the reference to all parts of the component where the object could reside. Furthermore hardware also needs to determine which one of the several objects that could map into the selected storage elements is actually present in the component. The hardware’s task is simplified if there is a many-to-one mapping (for example in a direct mapped cache), and could be simplified even further if there is a one-to-one mapping.

Table 1 presents the attributes of primary registers, caches, stack caches[6], and local memories[5]: components that are found in common memory hierarchies. Primary registers, or simply registers, are found in all modern architectures. Registers form a different address space from the memory address space, therefore objects must be mapped into registers by software. It is generally not possible to take the address of a register, and it is also not possible to index a
primary register file. These restrictions limit the number of data objects that can be mapped into registers. Typically primary registers are used to hold scalar (global) variables, temporaries, local variables and parameters.

Caches are architecturally-invisible. It is possible to take the address of a datum allocated to cache, index elements, and map aggregates. This flexibility, however, is achieved at some expense – hardware for presence detection. For example, tag bits are needed to determine which one of the many blocks that could map onto a cache block frame is actually present in the cache. Moreover, because of the general many-to-many mapping strategy, special-case optimizations are not possible.

Vector registers[13], found in vector machines, are another interesting memory hierarchy component. It is generally possible to take the address of an element of a vector register (a scalar register contains the address of the element), and use indexing to step through elements of a vector register. Thus, it is possible to allocate vectors in a vector register, and use scalar instructions (in a loop) to process elements of a structure mapped into a vector register. However, because vector registers form a separate address space, only data objects whose complete alias information is available can be mapped into vector registers.

Very few architectures have local memories; only the Cray-2[5] comes to mind. The Cray-2 local memory is conceptually very similar to a vector register (that is, it has its own address space), only much larger. The one difference is that, because of its size, it can hold many different, unrelated data objects at a time, unlike a vector register which typically holds part of one object. This extra flexibility, however, opens up additional problems: the issue of packing multiple, variable-sized objects into a fixed amount of space. Because of these issues, the primary use of the Cray-2 local memory has been a place to spill vector registers.

A stack cache, proposed for the C machine, is another interesting memory hierarchy component[6]. The goal of the stack cache is to provide fast access to local objects and parameters of procedures – objects that reside on the top of a run-time stack (for the typical execution of block-structured languages). By prohibiting modifications to the stack pointer during the execution of a procedure, by providing special instructions to adjust pointers at procedure entries and exits, and by predecoding instructions to determine if their operands are mapped into region of memory currently held by the stack cache, the stack cache allows top-of-stack elements to be accessed at register speeds. Even though the stack cache does not have a separate address space, it is not completely invisible to the software. Special instructions (enter and catch) are needed to adjust pointers into the stack cache\(^2\). Furthermore, a stack cache holds all local variables of

\(^2\)One way of looking at the software requirement is as follows. Since the stack cache could hold a region
a procedure, rather than only variables that have suitable access characteristics (for example, high access frequencies).

To summarize the above discussion, there are three desirable attributes of a memory component. First, the component should be architecturally-invisible: software should not be required for correct use. This also implies that it does not have a separate address space, and can be addressed and indexed. Second, software should be able to assist in performance aspects. Third, run-time decision making, regarding where a referenced memory object is present, should be as simple as possible.

The next section describes a new memory hierarchy component, a knapsack, that we propose and study in this paper. The goal of the knapsack is to achieve the same purpose as a very large addressable and indexable register file (fast access), but be architecturally-invisible so that software is not required for correct use, and therefore it can be used in implementations of existing architectures. We accomplish these goals by restricting the mapping of memory locations into the knapsack, thereby simplifying the hit detection process (and allowing fast access), and relying on software to map frequently-accessed memory objects into the knapsack.

3 A Knapsack

3.1 Basic Idea

The idea of a knapsack\textsuperscript{3}, is very simple: provide fast access to a restricted part of the memory address space (using a knapsack), and use a one-to-one mapping strategy to simplify the hardware decision-making process. The basic idea of fast access to a part of an address space in not new – it has been used many times before. The novelty of the work presented in this paper is profitably integrating this simple idea into the memory hierarchy of a modern processor. Software is not essential to the use or to the correct operation of this component, but software can (and should) be used to optimize its performance. Figures 1a) and 1b) illustrate the concept of a knapsack. Without a knapsack, generally an element residing in any part of the address space can reside in a memory hierarchy component, for example, in a cache. With a knapsack, the memory address space is divided into two regions: X and Y. The knapsack is responsible solely for providing fast access to region X, also called the knapsack region; other

\textsuperscript{3}The name comes from the fact that the allocation of variables to this memory component is similar to the Knapsack Problem\textsuperscript{4}. Moreover, a knapsack serves as a repository for objects that are "valuable" to a program.
hierarchy components, for example caches, could be used to provide fast access to region Y, the non-knapsack region. There is a one-to-one mapping between the elements of the knapsack region and the knapsack, i.e., the size of the knapsack region is equal to the size of the knapsack.

An architecture could be completely unaware of the existence of the knapsack, that is, a knapsack is architecturally invisible: the software knows of only a single address space. Since there is only a single address space, any data object can be allocated to any part of the address space (including the knapsack region), without any concern for aliasing. An implementation is aware of the existence of a knapsack, and therefore the address range of the knapsack region. When an address is generated in an implementation, if the address is in the knapsack region, it is forwarded to the knapsack, else it is forwarded to other components of the hierarchy.

Since a knapsack is not architecturally-visible, software is not required for correctness. If an implementation has a knapsack, compilers for that implementation are instructed to place frequently-used objects in the knapsack region of the address space, in the hope that dynamically these objects would end up in the fast knapsack during an execution of the program. If software is generated without knowledge of a knapsack, it will still function correctly, but without the performance benefits of the knapsack. This architecture-invisibility allows a knapsack to be incorporated transparently into future implementations of existing architectures.
3.2 Knapsack Design Space

Having presented the basic concept of a knapsack, let us now consider some more important details. Before proceeding further, however, a comparison between a knapsack and a cache is in order. Both components are (typically) architecture-invisible components that map elements from the memory address space; they do not constitute a separate address space. Because of the similarities, problems in the knapsack domain have parallels in the cache domain; solutions used in the cache domain could profitably be used in the knapsack domain. However, a knapsack has a major difference: the process of mapping elements from the memory addresses space. A knapsack maps only a (very) small part of the address space, using a one-to-one mapping; a cache maps a much larger part of the address space, with a more general mapping. There are several performance implications of this restriction that will become apparent in the following discussion.

The most significant decision to be made is whether a knapsack maps virtual or physical addresses. As we shall see, mapping virtual addresses into a knapsack seem to make the most sense given our thrust, but we do not preclude mapping physical addresses. Other decisions regarding a dynamically-mapped memory hierarchy component include: (i) the mapping strategy or the placement policy, (ii) the replacement policy, (iii) what is required to make the hit decision (and what happens on a miss), and (iv) the write policy.

In a knapsack, the placement policy and the replacement policy are trivial since there is a one-to-one mapping. Making the hit decision is also quite straightforward. The hit or miss check is if the address falls into the knapsack region or not. The Kbase ptr which holds the address where the knapsack region starts, is used for this. See Figure 2. A reference to the knapsack consists of an address which can be viewed as an offset from the kbase ptr. The offset is used to index into the knapsack and a present bit used to indicate if the referenced word is present in the knapsack. A miss occurs if the present bit is not set. We discuss what happens on a miss, and the write policy, after we discuss which address space should be mapped into a knapsack.

Conceptually a knapsack could map either a physical or a virtual address space. A problem with mapping physical addresses is that user-level software has little control over the placement of objects in the physical address space. Compilers, which we will rely on to pack frequently-used objects into the knapsack region, can only control objects in the virtual address space. One could ask the OS to restrict page placement so that the knapsack region in a virtual space is mapped onto a knapsack region in a physical space. However, this is likely to cause heavy thrashing with multiple processes since heavily-accessed regions of many virtual spaces are mapped into the same physical space. Because of these issues, we do not consider mapping physical addresses in
this paper. Rather, we concentrate on mapping virtual addresses, and on solving the problems that arise when virtual addresses are mapped into a memory component. (The fundamental concepts will not change, but we will require the cooperation of another piece of software – the OS.) An important point to keep in mind for the following discussion is that a knapsack is going to contain a small number of virtual pages, contiguous in the address space, from a single address space (we discuss multiple virtual address spaces below)\(^4\). This restriction simplifies many of the problems associated with mapping virtual addresses. The issues to be considered here are: (1) what to do on a miss, (2) the issue of synonyms\(^[14]\), and (3) the write policy.

On a miss, a translation needs to be done to retrieve the data from the physical memory. A TLB at the back end of the knapsack (called the KTLB) is needed for this purpose (see Fig. 2). If the knapsack contains only a single page, the KTLB need include only a single entry; address translation can be a simple address concatenation.

We now consider the issue of synonyms. The first concern here is whether the knapsack can contain data from multiple (virtual) address spaces at the same time, with Process Identifiers (PID)\(^s\) being used to distinguish the address space. (PID\(^s\) are commonly used to avoid flushing virtually addressed caches on an address space change.) We feel that mapping multiple virtual address spaces into a knapsack is not a good idea for two reasons. One, because of the many-

\(^{4}\)In fact, if the architecture supports multiple page sizes, the compiler could instruct the OS to map all of the knapsack region into a single page – the knapsack would contain data from only a single page
to-one mapping (mapping from many virtual address spaces into a knapsack, as opposed to mapping from many places in a single address space into a single location), extra hardware, in the form of PID tags and matching logic, is needed. Two, since each process will be compiled to put heavily-used data in a knapsack, it is likely that a process will reference most of the knapsack when it is running, kicking out data from another context. Allowing multiple contexts in the knapsack therefore appears to be of questionable value.

Since only one address space is mapped into a knapsack, synonyms from multiple address spaces can not occur. However, it is possible that synonyms exist in the same address space. For example, in the Mach [18] operating system, the same object could get mapped to different addresses in the same process. Such synonyms can occur only for heap objects and since heap objects are not allocated in the knapsack, the synonyms will not cause a problem. If static objects create synonyms in the same address space, the compiler would have to be aware of this and hence can avoid allocating such objects to the knapsack.

A knapsack can use either a write-through or a store-in policy. Either policy will require a back-end address translation. If write-through is used, the knapsack need not be flushed on a context switch; the new process can start right away after the present bits have been cleared. With store-in, the knapsack needs to be flushed. The flushing process need not be as burdensome as it sounds since is may be possible to flush the knapsack on-the-fly, concurrently with the execution of the new context, with a small amount of additional hardware. The contiguous property of the data in the knapsack simplifies the flushing process since only one address translation is needed per page; (physical) addresses within a page can be formed with a simple bit concatenation.

3.3 Zero-Cycle Knapsack Access

The latency of a memory referencing operation is typically measured as the number of cycles (or pipeline stages) from the time the effective address is calculated until time the results of the memory operation are available for use. In a typical 5-stage pipeline[7] (Instruction fetch(IF), Instruction Decode(ID), Execute(EX), Memory Access(MEM), Write Back(WB)), the effective address is computed in the EX stage, and the result of a load is available at the end of the MEM stage. If the result of a load is available before the load enters the EX stage, we will say that it has a zero cycle latency. Similarly, we say that a store has a zero-cycle latency if it can be completed by the end of the EX stage.

We now see how, with suitable support from the software, a knapsack opens up the possibility of zero-cycle loads. Accesses that refer to objects allocated in the knapsack region directly by
name (and not through pointers) could be specified as a displacement from a knapsack pointer, or kp\(^5\) We call such loads as direct loads and such stores as direct stores.

If software reserves a general purpose register as the kp, and the knapsack size is smaller than the region of memory than can be accessed with the displacement, then zero-cycle loads can be achieved in the following manner. When an instruction enters the decode (ID) stage, the displacement field bits could be used to index into the knapsack and read the contents of the accessed location. In parallel, the decode hardware can check to see if the instruction is a load, and if the base register is kp. In case of a hit in the knapsack, the result of the direct load is available at the end of the ID stage – even before the effective address (for a normal memory operation) is calculated!\(^6\)

Direct stores into the knapsack region would have to wait until it is known that the knapsack region is being accessed. This can be done in the ID stage (store address is an offset from the kp), and the store could complete in the EX stage. Memory operations falling into the non-knapsack region would be serviced in the MEM stage (by a cache perhaps). Memory operations accessing the knapsack region indirectly, i.e., that are not specified directly as displacements from the kp, can’t be handled early in the pipeline since the effective address is calculated in the EX stage. Such references would have to be serviced, by the knapsack, in the MEM stage.

Since memory operations to the same hierarchy component (the knapsack) can complete in different stages of the pipeline, special care needs to be taken to ensure that the out-of-order memory operations do not violate dependencies. Interlocks to prevent this (which are necessary whenever there is the possibility of simultaneous or out-of-order memory operations), can be implemented with fairly routine hardware.

4 Allocating Data Objects in the Knapsack Region

We now consider the role of the software, a compiler, in making effective use of a knapsack. A key point to remember in the following discussion is that a knapsack will function correctly without compiler help, but likely with no performance benefits. The goal of the compiler, then, is to allocate frequently-used static objects in the knapsack region, so that they would end up in the (fast) knapsack during program execution. We can’t address the multitude of issues involved

\(^5\)It is important to realize that not all addresses that fall into the knapsack region of the address space could (or need) be specified directly, as a displacement from the kp in a general case, since this implies that we have perfect knowledge about the reference patterns of the program, and that there is no aliasing. As mentioned earlier, this is very hard, or even impossible, in the presence of control flow and pointers. Moreover, addresses to elements of arrays cannot generally be specified as a (constant) offset from a (constant) base pointer.

\(^6\)Assuming, of course, that the memory array for the knapsack can be accessed in a single cycle.
in compiling for a knapsack, so we give only a brief overview in this paper.

A first cut for the compiler is to allocate only global objects (scalars as well as aggregates) in the knapsack region. However, we expect many frequently-used objects to be local variables of functions—variables that typically exist on a run-time stack; fast access to such objects is clearly desirable. Furthermore, if it is clear that two functions do not have overlapping lifetimes, then we can reuse the same portion of the knapsack region to hold the local objects of both functions. (We call this temporal reuse.) With these objectives, the compiler allocation problem can be stated as follows: allocate program objects in the knapsack region such that: (i) the knapsack is allocated to the most frequently accessed variables, and (ii) local objects from functions with overlapping lifetimes do not interfere in the knapsack.

4.1 Information about Objects

Given the above objectives, the information needed by the compiler includes: (i) the sizes of objects, (ii) the frequency of access of objects, and (iii) for local objects, information about which other functions have overlapping lifetimes.

The information about (static) object size can be obtained trivially in any compiler. Access frequency information can either be estimated statically, by analyzing the program, or be obtained using profiling. For gathering information about which functions (and therefore their local objects) do not have overlapping lifetimes, we need the program call graph. We also need the call graph to determine which functions are involved in cycles, since the number of copies of local variables for such functions is unknown at compile time, and therefore they cannot be allocated in the knapsack region.

It is quite straightforward to build the call graph for programs without calls through pointers. For programs with calls through pointers, there is a range of solutions from the most conservative (requiring no analysis) to the most accurate (requiring a lot of analysis). The simplest solution is to assume that a call through a pointer could go to any function in the program. The most accurate is to do data flow analysis[1] and converge to the least subset of functions that a call through a pointer could go to. A solution which is not too conservative but does not require a lot of analysis is to assume that a call through a pointer can go to any function whose address occurs in an expression in the program. This requires identification of functions whose addresses are taken in the program, and this can be done in a straightforward manner.
4.2 Allocation Decision

Given the relevant information, the problem of deciding what to allocate in a knapsack can be formulated as an optimization problem. The details of the formulation are beyond the scope of this paper; they will appear in a separate paper. However, it is worth mentioning that the problem resembles the well-known fractional Knapsack Problem. Due to the architectural invisibility of the knapsack, the compiler can allocate a variable that does not completely fit into the knapsack and let it extend across the knapsack boundary. This has an important implication on the complexity of the allocation problem.

Since optimal solutions to the problem are hard, we resort to heuristics. The heuristics arrange the program objects in the order of gain per unit size, and walk through the sorted list to make the allocation decision. (With temporal reuse, the heuristic also needs to determine that a local variable object does not violate lifetime constraints in the call graph.) Since we are interested in improving memory hierarchy performance, gain for our purposes is measured as number of references.

Figure 3 gives an example of the allocation decision process. Function F1 has one local variable a1, F2 has 2 local objects b2 and c2 and F3 has one local variable d3. F1 calls F2 and F3, and F2 and F3 do not have overlapping lifetimes. There are 2 global objects g1 and g2.

The size, the gain function, and the gain per unit size for each of the objects is also given in the figure. The knapsack size is 4 units. An optimal allocation will allocate g1, b2, d3 and 1 unit of a3 (denoted as a3') (d3 can use the same storage location as b2 or c2 since it is never live at the same time as b2 or c2), for a total gain of 33. A heuristic which allocates objects using gain per unit size as the metric, and does no temporal use (heuristic H1), will allocate g1, a1 and 1 unit of b2 (denoted as b2') for a total gain of 25. A heuristic with the same metric, but with temporal reuse (heuristic H2), will allocate g1, a1, (b2',d3'), for a total gain of 29.5.

Before proceeding further, it is worth mentioning that the heuristics that we have developed so far to assist us in the knapsack region allocation process are by no means the best possible. We are investigating other heuristics that can results in a better allocation decision.

4.3 Facilitating Zero-cycle Knapsack Access

Having made the allocation decision, the compiler could facilitate zero-cycle access (as described in section 3.3), by referring to knapsack-allocated objects directly as offsets from the knapsack pointer wherever it can. This requires little additional effort on the part of the compiler.
5 Experimental Evaluation

5.1 Evaluation Methodology

To study the performance of the knapsack, we built a set of tools to perform knapsack allocation and simulate the memory hierarchy. Figure 4 shows our experimental framework for this work.

As discussed earlier, effective knapsack allocation requires that frequently referenced variables be allocated to the knapsack region. The data profiler provides reference frequency information for all global and local variables allocated to memory. We use QPT[12] to generate an address and call/return trace of the program being analyzed. The profiler then tries to bind each reference to a program variable name. References to the heap and to unnamed locals
(e.g., temporary storage used for register spilling) cannot be bound to a program name, so we
do not consider these variables for knapsack allocation. This limitation makes our simulation
results somewhat conservative, as sufficient compiler and/or run-time support could allow these
unnamed variables to reside in the knapsack.

To implement temporal reuse of local variables, the knapsack allocator must determine which
locals have overlapping lifetimes. The program call graph provides a representation suitable
for this analysis. Any two locals residing in functions that share a path in the program call
graph have overlapping lifetimes. We modified GCC[17] to output function definitions, calls,
calls through pointers, and function casts. We then construct the call graph by connecting
all callers to callees; we conservatively approximate run-time resolved calls by connecting all
calls through pointers to functions that were used in a function cast. This procedure produces
a static representation of the dynamic call graph. In a post-pass, we generate the transitive
closure graph of the call graph. In this graph, any function connected to itself is the member
of a cycle, thus its local variables are not subject to knapsack allocation. The cycle nodes are
collapsed into a single node with no locals.\footnote{Again we are erring on the conservative here, as with sufficient compiler integration, some recursive locals
could be allocated to the knapsack region. If the life time of a local falls completely before any potentially
recursive call or completely after, the variable will never interfere with itself and it could be allocated to the
knapsack region.}

The knapsack allocator takes the variable reference statistics from the data profiler and the
cycle-free call graph information from the call graph analyzer and produces an allocation map
for the knapsack. Variables are packed in descending references-per-byte order using a packing
heuristic. The packing heuristic allows locals with non-overlapping lifetimes to (possibly) reside
in the same memory location. We assume the target architecture implements a traditional
memory hierarchy immediately after the knapsack region, thus the last allocated variable may
span the boundary between the knapsack region and the non-knapsack region.

The final stage of knapsack allocation is address demangling. We do not actually re-compile
and re-link the program, instead, at simulation time we use the knapsack allocation map to
generate adjusted addresses for all references. Knapsack references are adjusted to their location
in the knapsack region (specified in the allocation map), and non-knapsack region references are
adjusted by first subtracting out a delta equal to the total size of the preceding knapsack variables
and then translating the variable to the address space immediately following the knapsack region.
Demangling allows us to examine the exact address stream of the simulated system without
having to rework all the compilation tools.

The memory hierarchy simulator models a memory hierarchy like that of Figure 1(b). The
knapsack region size and write policy can be specified. The non-knapsack region is modelled as a traditional memory hierarchy; at the highest level is a cache with parameterizable set size, block size, and associativity. Below the cache is a memory system with an adjustable bus width, memory access delay, and interleaving factor. The knapsack and cache writeback accesses are serialized, so if timing simulations are being performed, we can examine the effects of conflicts at the memory system.

### 5.2 Benchmarks

We analyzed fifteen programs from the SPEC '92 benchmark suite[16]. Figure 2 details the programs analyzed, their inputs and trace lengths. Whenever possible, we used an input other than the analyzed input to generate profile statistics. In some cases, this was not possible, as the program was not supplied with an alternate input in which case we varied a key parameter such as the number of iterations executed or the tolerated error.

All programs were compiled and simulated on DECstation 5000/3100 workstations using MIPS cc (version 2.1) at optimization level `-O’. The FORTRAN programs were first converted to C code using f2c (version 26.90).
5.3 Experimental Results

5.3.1 Knapsack Allocation

Before examining the efficacy of allocation and execution with a fixed size knapsack, we first examine the how well we could utilize an infinitely large one. With an unlimited size knapsack, the program performance improvement is simply limited by what we cannot allocate to the knapsack.

Figure 5 shows the dynamic breakdown of all memory references into five categories. Direct Loads and Direct Stores are memory accesses in which the address of the load or store was completely known at compile time; these accesses are typically to scalars and structures. The only array accesses that will fall under this category are those with a constant index. The Indirect Accesses are loads and stores to variables in which the access was indexed (e.g., array accesses with a variable index) or made through a pointer. Cycle Accesses are accesses to variables in the local frames of (potentially) recursive functions, and the Heap Accesses are un-named, dynamic storage accesses. Under our allocation scheme, heap references and references to the locals of recursive functions cannot be allocated in the knapsack.
<table>
<thead>
<tr>
<th>Program</th>
<th>Program Variable Sizes</th>
<th>Allocation Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (% of allocatable dynamic refs)</td>
<td>Naive</td>
</tr>
<tr>
<td></td>
<td>Scalars</td>
<td>Aggregates</td>
</tr>
<tr>
<td>espresso</td>
<td>148 (0%)</td>
<td>7,410 (77%)</td>
</tr>
<tr>
<td>xilsp</td>
<td>332 (99%)</td>
<td>6,305 (99%)</td>
</tr>
<tr>
<td>emqtott</td>
<td>164 (95%)</td>
<td>9,616 (12%)</td>
</tr>
<tr>
<td>compress</td>
<td>108 (29%)</td>
<td>414,764 (61%)</td>
</tr>
<tr>
<td>sc</td>
<td>648 (34%)</td>
<td>35848 (56%)</td>
</tr>
<tr>
<td>gcc</td>
<td>1,766 (43%)</td>
<td>40,444 (25%)</td>
</tr>
<tr>
<td>doduc</td>
<td>3,328 (36%)</td>
<td>99,948 (48%)</td>
</tr>
<tr>
<td>md1jdp2</td>
<td>844 (36%)</td>
<td>204,207 (61%)</td>
</tr>
<tr>
<td>tomcatv</td>
<td>180 (0%)</td>
<td>12,212 (6%)</td>
</tr>
<tr>
<td>ora</td>
<td>556 (75%)</td>
<td>20,744 (13%)</td>
</tr>
<tr>
<td>alvinn</td>
<td>40 (2%)</td>
<td>456,124 (74%)</td>
</tr>
<tr>
<td>ear</td>
<td>236 (1%)</td>
<td>19,992 (88%)</td>
</tr>
<tr>
<td>md1jsp2</td>
<td>624 (19%)</td>
<td>162467 (76%)</td>
</tr>
<tr>
<td>swm256</td>
<td>304 (0%)</td>
<td>3,714,772 (59%)</td>
</tr>
<tr>
<td>su2cor</td>
<td>428 (1%)</td>
<td>1,183,459 (29%)</td>
</tr>
</tbody>
</table>

Table 3: Program Intrinsics.

Table 3 further decomposes the allocatable references into the size of the accessed storage (broadly, scalar or aggregate) and the location, either global or local. For each storage class, the table shows the total size of the class and (in parenthesis) the total percent of allocatable dynamic references directed to that particular storage class.

Since FORTRAN does not allow recursion or dynamic storage allocation, all the references made in these programs could be directed to the knapsack (given that the knapsack was large enough). The C programs, on the other hand, can employ dynamic allocation and recursion. Xilsp is the least amenable to knapsack allocation with 78% of its references accessing heap storage or local variables in recursive functions. Surprisingly, gcc, which relies heavily upon dynamic storage and recursion still allows about half of its memory references to be knapsack allocatable. Alvinn, ear and compress are C programs which spend most of their execution manipulating large global arrays, so most of their references are knapsack allocatable.

Opportunities for direct loads and stores vary widely. For programs which spend much of their time manipulating named scalars, i.e., compress, sc, doduc, md1jdp2, ora and md1jsp2, a large fraction (37% - 88%) of the dynamic reference stream are direct accesses. Tomcatv, alvinn, ear, swm256 and su2cor all manipulate very large array variables, thus they have few direct accesses. Any speedup realized for these programs will have to be attributed to speedup of knapsack indirect accesses or increased bandwidth through simultaneous access to the knapsack and cache.

The cost of directing references to the knapsack region is the storage required to hold the variables. Table 3 shows the amount of storage required to hold all allocatable program variables.
The \textit{Naive} column is the total storage required if temporal reuse is not employed; \textit{w/Reuse} is the total storage required if the variables are packed with our packing heuristic.

For the programs with sizable locals, \textit{i.e.}, \texttt{espresso}, \texttt{gcc}, \texttt{doduc}, and \texttt{su2cor}, temporal reuse is quite effective for reducing the size of storage required to hold the knapsack variables. \texttt{Tomcatv} has only one function, so temporal reuse is not possible.

Having examined allocation for an infinite size knapsack, we now examine the utility of a fixed size knapsack. Figure 6 shows the reference breakdown for all references for knapsack sizes of 1k, 4k, and 16k bytes. For the non-numeric programs, a 1k knapsack captures nearly all of the allocatable references. A 4k knapsack captures slightly more references for \texttt{espresso}, \texttt{sc}, and \texttt{gcc}, and a 16k knapsack only marginally improves the results of \texttt{compress}, \texttt{sc} and \texttt{gcc}. The diminishing return for these program results from frequency based allocation; most of the high profit variables find their way into the knapsack very early on. For the non-numeric programs, these are typically small scalar variables; for example, for \texttt{xdisp}, 99\% of the allocatable references go to 332 bytes of scalar variables.

All the numeric programs, except \texttt{ear} and \texttt{doduc} (somewhat), manipulate large array variables. As we allocate to larger knapsacks, more of the references are captured. The slope of this improvement is proportional to the size of the variables in the program, as can be seen by comparing \texttt{alvinn} and \texttt{ear}. \texttt{Alvinn} manipulates extremely large arrays, thus allocating a small portion of those arrays shows little improvement. \texttt{Ear}, on the other hand, manipulates much smaller arrays resulting in many more indirect accesses being directed to the knapsack. Without the ability to span the last allocated variable across the knapsack/non-knapsack boundary, \texttt{mdldp2}, \texttt{alvinn}, \texttt{ear}, \texttt{mdlisp2}, and \texttt{su2cor} would show virtually no improvement since their most frequently accessed arrays are all larger than 16k bytes (and thus would never be allocated in the knapsack).

Table 4 shows the fraction of total references directed to the knapsack with and without temporal reuse packing, and the knapsack constituency for knapsack sizes of 1k, 4k, and 16k. Also shown is the static breakdown of allocated sizes by variable size (\textit{i.e.}, scalar vs. aggregate) and by variable location (\textit{i.e.}, global vs. local). The number in parenthesis is the fraction of total storage from that class allocated to the knapsack.

The difference in dynamic fractions between the allocation with reuse and the allocation without reuse becomes less pronounced as the size of the knapsack increases. This is expected because if the size goes to infinity, then there is no difference between the two allocations. \texttt{GCC} and \texttt{doduc} show a significant difference for 1k knapsack because they have a large collection of locals and hence more opportunity to make use of temporal reuse. In general, there is
Figure 6: Reference Breakdowns for Various Knapsack Sizes.
<table>
<thead>
<tr>
<th>Program</th>
<th>Knapsack Size</th>
<th>With Temporal Reuse</th>
<th>Dyn Frac to Knapsack w/o Reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>espresso</td>
<td>1K</td>
<td>3(0.08)</td>
<td>3(0.20)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>37(1.00)</td>
<td>14(0.93)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>37(1.00)</td>
<td>15(1.00)</td>
</tr>
<tr>
<td>xlisp</td>
<td>1K</td>
<td>39(0.48)</td>
<td>4(1.00)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>82(1.00)</td>
<td>9(0.82)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>82(1.00)</td>
<td>11(1.00)</td>
</tr>
<tr>
<td>eqntott</td>
<td>1K</td>
<td>23(0.54)</td>
<td>7(0.35)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>27(0.64)</td>
<td>15(0.75)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>42(1.00)</td>
<td>20(1.00)</td>
</tr>
<tr>
<td>compress</td>
<td>1K</td>
<td>11(0.41)</td>
<td>5(0.50)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>11(0.41)</td>
<td>5(0.50)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>11(0.41)</td>
<td>5(0.50)</td>
</tr>
<tr>
<td>sc</td>
<td>1K</td>
<td>62(0.40)</td>
<td>10(1.17)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>90(0.58)</td>
<td>23(0.40)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>97(0.63)</td>
<td>33(0.57)</td>
</tr>
<tr>
<td>gcc</td>
<td>1K</td>
<td>105(0.24)</td>
<td>8(0.10)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>202(0.47)</td>
<td>18(0.38)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>252(0.58)</td>
<td>40(0.52)</td>
</tr>
<tr>
<td>doduc</td>
<td>1K</td>
<td>82(0.18)</td>
<td>4(0.02)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>286(0.62)</td>
<td>12(0.05)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>287(0.62)</td>
<td>26(0.11)</td>
</tr>
<tr>
<td>mdljdp2</td>
<td>1K</td>
<td>16(0.12)</td>
<td>1(0.01)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>16(0.12)</td>
<td>1(0.01)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>16(0.12)</td>
<td>5(0.06)</td>
</tr>
<tr>
<td>tomcatv</td>
<td>1K</td>
<td>17(0.43)</td>
<td>5(0.23)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>31(0.78)</td>
<td>7(0.32)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>40(1.00)</td>
<td>22(1.00)</td>
</tr>
<tr>
<td>ora</td>
<td>1K</td>
<td>28(0.29)</td>
<td>2(0.07)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>28(0.29)</td>
<td>3(0.10)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>76(0.79)</td>
<td>15(0.52)</td>
</tr>
<tr>
<td>alvinn</td>
<td>1K</td>
<td>2(0.20)</td>
<td>2(0.00)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>2(0.20)</td>
<td>9(0.43)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>2(0.20)</td>
<td>11(0.52)</td>
</tr>
<tr>
<td>ear</td>
<td>1K</td>
<td>1(0.01)</td>
<td>2(0.06)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>7(0.12)</td>
<td>7(0.23)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>57(0.96)</td>
<td>28(0.90)</td>
</tr>
<tr>
<td>mdljsp2</td>
<td>1K</td>
<td>11(0.09)</td>
<td>11(0.01)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>11(0.09)</td>
<td>2(0.03)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>15(0.11)</td>
<td>8(0.10)</td>
</tr>
<tr>
<td>sum286</td>
<td>1K</td>
<td>4(0.06)</td>
<td>1(0.02)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>12(0.17)</td>
<td>2(0.04)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>12(0.17)</td>
<td>2(0.04)</td>
</tr>
<tr>
<td>su2cor</td>
<td>1K</td>
<td>3(0.03)</td>
<td>2(0.03)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>3(0.03)</td>
<td>2(0.03)</td>
</tr>
<tr>
<td></td>
<td>16K</td>
<td>3(0.03)</td>
<td>2(0.03)</td>
</tr>
</tbody>
</table>

Table 4: Knapsack Constituency.
no significant difference between the two allocations for a knapsack of size $4k$ or more. A large number of global scalars get allocated to the knapsack. Traditional register allocation, due to aliases and relatively small number of registers, does not allocate registers to so many global scalars. In comparison to caches, direct accesses to these globals would cut down the access latency more. Global aggregates get into the knapsack if they are small enough. In the FORTRAN programs, the global aggregates are mostly too big to fit into even a $16k$ knapsack. Almost all of the locals fit into even a $1k$ knapsack. There are not many local aggregates used in the programs. But, whatever few local aggregates are present get allocated in knapsack of size $4k$ or more. Only for *su2cor* and *doduc*, many of the local aggregates are too big to fit even in a $16k$ knapsack. Overall, for the C programs a knapsack of size $1k$ comes close to accommodating as many variables as a $4k$ knapsack. There is practically no difference between $4k$ and $16k$ knapsacks. On the other hand, the FORTRAN programs have much larger global and local aggregates and hence the larger knapsacks consistently allocate more than the smaller ones.

### 5.3.2 Impact on Cache Performance

Introduction of the knapsack memory component into the memory hierarchy has the effect of diverting a portion of the reference stream away from the cache to the knapsack. Table 5 shows the cache hit rates for a memory system with a $4k$ byte knapsack memory and either $16k$, $32k$, $64k$, or $128k$ byte direct-mapped cache memories (with $32$ byte blocks). Also shown (in parenthesis) is the cache hit rate for the same execution without the $4k$ knapsack memory. For each simulation, we also incorporated the effects of context switching by flushing the cache each 500,000 instructions and at each system call.

We expected that the introduction of the knapsack would adversely effect the cache hit rate of the remaining reference stream. This suspicion arose because we were diverting from the cache reference stream the most frequently accesses variables, those with very high temporal locality. In all cases, except *compress*, the difference in the cache hit rate when executing with a $4k$ knapsack is almost negligible, even for a $16k$ direct-mapped cache. With larger caches, the difference is even less noticeable.

*Compress*, on the other hand, spends nearly all of its execution manipulating a few small scalars and a very large hash table. Knapsack allocation pulls all of the scalar accesses out of the cache reference stream leaving only accesses to the hash table array. These hash table array accesses are very sparse and exhibit little spatial or temporal locality. The resulting cache performance is very poor.

One program, *su2cor*, showed an improvement in cache performance for $32k$ and $64k$ cache
sizes when the 4k knapsack was added. Closer examination of the knapsack allocation gives a possible clue as to why this effect occurs. With a 4k knapsack, nearly all scalars and 6,052 bytes\(^6\) of frequently accessed array storage are allocated to the knapsack. The array variables likely exhibited poor temporal and spatial locality in the cache, thus by removing them from cache (through knapsack allocation) we can increase the hit rate. The effect diminishes with larger caches.

### 6 Concluding Remarks

The performance of a processor continues to be dictated by the performance of the memory hierarchy: the increasing gap between logic and memory speeds demands novel memory hierarchies. In the age of increasing on-chip real estate, it is tempting to incorporate larger amounts of existing memory hierarchy components (e.g., caches) on a chip. We feel that a brute-force increase in the size of known memory hierarchy components may not be the best solution, and other avenues need to be explored.

This paper presented and evaluated a knapsack—a novel memory hierarchy component. The goal of a knapsack was to provide very fast (register-like in many cases) access to frequently-used data objects, and still be integrated transparently into an implementation of an existing architecture. A knapsack achieves its goal of fast access by mapping a restricted part of the memory

---

\(^6\)This value is larger than 4k because some of the allocated variables were arrays with non-overlapping lifetimes.
address space (the knapsack region) into fast storage elements (the knapsack). By restricting
the mapping to one-to-one (instead of the many-to-many found in a cache, for example), a knapsack
simplifies the run-time decision-making process, resulting in fast access. Access is further
sped up (reduced to register access times, or zero-cycle access) for memory references that can
be specified as a constant offset into this knapsack region at compile time. To achieve good
performance for a knapsack, however, extensive use of sophisticated software is required. We
discussed the requirements of the compiler to make effective use of a knapsack.

We also carried out a detailed (but by no means complete) evaluation of a knapsack, using
most of the SPEC92 benchmarks. Our evaluation showed that a significant portion of program
references could be directed to the knapsack, even for programs which employ dynamic storage
allocation and recursion. Using a packing heuristic that allocates both global and local variables
to the knapsack, we found that a knapsack as small as 4k could capture most of the allocatable
references; for the non-numeric programs, as little as 1k could. We also evaluated the impact of
diverging part of the reference stream away from the cache, and saw that the impact, for most
programs, was negligible.

Size limitations allowed us to address only a few of the potential performance benefits of a
knapsack in this paper. We feel that a knapsack allows many performance optimizations that
still need to be explored. For example, we feel that the presence of a knapsack facilitates the
multiporting of the memory system because: (i) a knapsack provides a second memory port;
references to the knapsack and a cache can be serviced simultaneously, and (ii) it is easier to
multiport a knapsack than it is to multiport a cache. Further performance benefits of a knapsack
need to be explored and evaluated. We also need to investigate more sophisticated use of a
knapsack, for example: (i) allocating portions of the heap and (some) local variables of functions
involved in cycles into the knapsack, and (ii) better compiler heuristics (and algorithms) for
allocating variables in the knapsack region. Finally, we need to further evaluate the multitude
of issues that arise in the design of any memory hierarchy component, such as write policies,
which address space it should map, impact of context switches, its interactions with other
hierarchy components, etc.
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