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A. INTRODUCTION

This report is an excerpt of a grant proposal submitted in September 1990 that has been funded by the National Science Foundation Institutional Infrastructure Program. It describes our plans to develop a state-of-the-art facility for experimental research in parallel computing, and outlines several important research problems that will be addressed using the facility. The budget for the infrastructure includes $2 million from NSF, matched by approximately $1.1M from the University of Wisconsin and DARPA.

The PRISM project will start on June 1, 1991. This report is intended to acquaint our students, staff, industrial affiliates, and other colleagues and associates with the goals of the project. Section B contains the executive summary of the project, sections C and D describe the proposed equipment in greater detail, section F contains brief descriptions of a broad range of research projects proposed for the facility, and section H reviews the major results obtained from our previous institutional infrastructure grant, known as the TOPAZ project. Minor editing of sections B and F has been done to remove minor errors and omissions in the original proposal.

The material in this report is snapshot of our plans as of September 1990. While the general thrust of our proposed research is likely to evolve slowly, the reader should keep in mind that the details can change quickly.

PRISM stands for powerful research infrastructure for SIMD and MIMD experimentation.
B. EXECUTIVE SUMMARY

B.1. Introduction

This is a proposal to upgrade our department's infrastructure for experimental research in parallel computing. The requested PRISM facilities will allow our research programs in artificial intelligence, computer architecture, databases, mathematical programming, computer system performance, and scientific computing to continue to address issues and obtain results that are relevant to future parallel systems. The PRISM facilities will also serve as a catalyst for new experimental research projects in the above areas, as well as in programming languages and theoretical computer science.

The particular strengths of this proposal include: 1) the 27 important research problems that we will be able to address with the proposed equipment, 2) the discounts and external matching grants we have obtained for the equipment, and 3) the University of Wisconsin's commitment to the project, which is nearly 50% of the requested NSF support. In the following sections we summarize the rationale for the requested equipment (B.2), the requested equipment itself (B.3), the proposed research and staff credentials (B.4), the budget and institutional commitment (B.5), and the expected impact of the Institutional Infrastructure award (B.6).

B.2. Rationale for the Requested Infrastructure

Our existing parallel computing infrastructure, acquired with NSF and institutional matching funds under our Topaz project, includes two machines for research in MIMD parallel computing: 1) a 20-processor Sequent S-81 system with 40 megabytes of main memory, and 2) a 32-node Intel iPSC/2 with 32 disk drives and 256 megabytes of main memory. Significant research results made possible by the infrastructure are summarized in Section H of the NSF proposal. The existing infrastructure has served our research needs well. However, the Intel iPSC/2 is nearing obsolescence, and the Sequent S-81 architecture is limited to small-scale parallel computing.

The goals of the PRISM project are to obtain: 1) a sufficient number of processors to experiment with algorithm scalability, 2) sufficient memory and processing power to study real (i.e., large) applications on real data sets, and 3) architectures that have credible paths to achieving teraFLOPS processing power before the end of the decade. At least two types of architectures satisfy the third goal. One is the versatile MIMD multicomputer architecture, such as the Intel iPSC-series machines. The other is the more specialized data-parallel (or SIMD) architecture, such as the Connection Machine or MasPar MP-1. For both of these architectures, achieving high performance is a challenging research goal in many application
domains. There are also separate questions about the general applicability of SIMD architectures and the ease of programming and debugging large scale MIMD computations. While acquiring either of the above architectures would allow us to address the important corresponding issues, acquiring both architectures will allow us to address the questions in the context of the relative performance of the other architecture. Also, experimentation with both architectures will allow us to assess the extent to which it is possible and/or beneficial to "merge" the two architectures by incorporating (restricted forms of) one style of computing into the other type of architecture. The recent availability of powerful SIMD machines at relatively low cost, together with the equipment discounts and matching funds that we have been able to obtain, will allow us to acquire both types of architectures in configurations that satisfy our first two goals within the $2M budget for the PRISM project. We thus propose to replace our iPSC/2 machine with a larger and significantly more powerful MIMD system, and to acquire a powerful SIMD system.

B.3. The Requested Infrastructure

The requested equipment consists of high-performance SIMD and MIMD machines. In addition, we plan to develop programming tools for the MIMD machine, since programming environments currently available on such machines are relatively primitive. These machines and tools together provide a powerful research infrastructure for SIMD and MIMD computing (PRISM), and are briefly described below. Sections C and D contain further details about the equipment; Sections C and F contain further information about the tools.

The MIMD machine we currently have in mind is under development by the Intel Touchstone project. This machine, which will be referred to as the "iPSC/X" machine, is one full product generation beyond the iPSC/860, and two generations beyond our iPSC/2. The proposed configuration has 64 nodes, 1 gigabyte of main memory, and peak performance of 4-8 gigaFLOPS. It thus provides*: 1) a fundamental increase in processing power over our iPSC/2, 2) support for efficient broadcast communication that will be used by our proposed SIMD compiler, 3) hardware measurement facilities to support our proposed performance measurement tool, and 4) a mechanism for prototyping architecture modifications and new parallel architectures at a fraction of the normal cost (see Section F.6.2).

*We are intentionally vague about the exact nature of the iPSC/X hardware and software facilities since we have a nondisclosure agreement with the vendor.
The SIMD machine adds a new dimension to our infrastructure by supporting experimental research in the highly parallel SIMD style of computing. We currently envision purchasing the new, cost-effective MasPar MP-1, with 16,384 processors and 256 megabytes of main memory. This machine delivers 1.3 gigaFLOPS, or 26 billion instructions per second, of peak computing power and comes with excellent vendor-supplied software development tools.

Four programming tools that will be developed for the iPSC/X are: 1) a compiler for a SIMD language, 2) a parallel program debugging tool, 3) a program performance measurement tool, and 4) a batch scheduling system. The development of each proposed tool has a research component, either for finding the best solutions to problems that must be solved prior to its initial implementation, or for investigating problems that could lead to significant enhancements. The SIMD compiler is of particular interest since it will provide a platform for comparisons of the SIMD and MIMD architectures for executing programs expressed in a SIMD language, as well as for experimenting with hybrid SIMD/MIMD models of computation.

B.4. Proposed Research and Staff Credentials

The proposed research, discussed in Section F, is divided into the following eight areas:

1. parallel programming tools,
2. programming languages and environments,
3. databases,
4. parallel optimization algorithms,
5. scientific computing,
6. computer architecture,
7. artificial intelligence, and
8. models of parallel computation.

The MasPar MP-1 will support algorithm development for problem domains where SIMD is the natural programming paradigm, including graph algorithms for program integration [F.2.1], computer vision [F.7.1 and F.7.2], and learning methods [F.7.3]. The MP-1 will also support research in the applicability of SIMD computing to problem domains where MIMD algorithms are more widely used, including scientific computing [F.5.1 and F.5.2] and optimization problems [F.4.5 and F.4.6]. The iPSC/X machine will support the development of algorithms in various application domains for which MIMD is the natural paradigm, including databases [F.3.1, F.3.2, F.3.3], optimization problems [F.4.1 - F.4.4], and computer architecture evaluation tools [F.6.1 and F.6.3]. The iPSC/X will also support the development of software tools [F.1], and a cost-effective technique for prototyping new architectures [F.5.2]. Both machines
will support the development and evaluation of the SIMD compiler [F.1.1], comparisons of the
two styles of computations [F.5.1, F.5.2], hybrid computations [F.4.5, F.4.6, F.7.2], and the
development of improved conceptual models of parallel computing [F.8.1, F.8.2].

The Department has a ten-year history of research in distributed and parallel computing.
Two of the larger recent projects are the Gamma parallel database machine research and the
Center for Parallel Optimization. Participating faculty for PRISM all have outstanding
research records and are internationally recognized for their contributions in their respective
areas of expertise. Senior participating faculty members include a John von Neumann Chair of
Mathematics and Computer Sciences (Mangasarian) and two University of Wisconsin Romnes
Fellows (DeWitt and Kim). Kim also has an NSF Presidential Young Investigator (PYI)
award. Recognition of participating faculty at the Associate and Assistant Professor levels
includes two David and Lucille Packard Awards (Ramakrishnan and Reps), seven NSF PYI
Awards (Bach, Carey, Hill, Horwitz, Ramakrishnan, Reps, and Vernon), and three ACM Dis-
stinguished Dissertation Awards (Bach, Condon, and Reps). Furthermore, the primary partic-
ipants in the programming tools research, Larus, Livny, and Miller have each developed state-
of-the-art tools that are used by colleagues within the Department as well as at other research
institutions. These include the Condor batch scheduling facility for networks of workstations
(Livny, DeWitt), the DeNet simulation language (Livny), the IPS parallel program measure-
ment system (Miller), the "ae" parallel program analyzer (Larus). Staff credentials are further
documented in Section G of the NSF proposal.

Results of the research supported by the proposed equipment are likely to include:

(1) numerous papers advancing the state-of-the art in future parallel computing,
(2) new algorithms for databases, optimization, simulating particles moving in viscous
fluids, domain decomposition, computer vision, and learning,
(3) better conceptual models for performance analysis of parallel systems and parallel
algorithm design,
(4) a SIMD compiler, a parallel program debugger, a program performance measurement
tool, and a batch scheduling system for the iPSC/X,
(5) a high performance database machine capable of optimizing and executing highly com-
plex workloads,
(6) a simulation testbed for parallel architectures,
(7) a prototyping testbed for parallel architectures, and
(8) an interactive program integration tool for practical programs.
B.5. Budget, Equipment Discounts, and Institutional Commitment

The budget for the proposed infrastructure includes a request for $2M from NSF, an institutional commitment from the University of Wisconsin of approximately $0.95M in new funding, and a matching grant from the DARPA/Intel Touchstone program. The institutional commitment, nearly 50% of the requested NSF support, indicates the high regard with which the University views our faculty and supports our need to acquire high performance parallel systems.

The cost of the 64-node iPSC/X system includes a 20% discount to the University of Wisconsin and an additional 15% University Partners' discount. The DARPA matching grant will further reduce the cost. The cost for the MasPar MP-1 includes a 32% discount through the MasPar DEC Data Parallel Research Initiative.

B.6. Conclusions

Our previous CER grants have been a major factor in the development of the Department and its research programs. One direct effect has been an increase in our annual research funding to over $5 million. Another effect has been the successful recruitment of a number of top young faculty, as noted in section B.4. In addition, interactions with industry have grown to include approximately fifteen industrial affiliates, as well as joint projects with IBM, DEC, AT&T Bell Laboratories, Cray Research, and Sequent. The CER grants were also a key factor in our receipt of state funding for a new $12 million building, constructed in 1985. The new grant is essential to maintain our tradition of state-of-the-art experimental research, and will allow us to investigate many important and timely problems in parallel computing.
C. INFRASTRUCTURE DESCRIPTION

We propose to acquire two new parallel computers, along with corresponding software, to support the PRISM project. One will be an SIMD computer with sufficient computational power and memory capacity to support experimentation with large-scale parallel applications. The other will be a scalable MIMD multicomputer with significantly more computational power than our present iPSC/2 system. In addition, we plan to develop a set of state-of-the-art software tools for the MIMD machine that will significantly enhance its utility for our research on high-performance parallel computing.

In this section we provide a brief overview of the proposed SIMD and MIMD equipment, followed by a discussion of the software infrastructure. We also summarize our personnel plans in support of the infrastructure. A more detailed description of our proposed equipment and software purchases, as well as budget details, are provided in Section D of the proposal. Further descriptions of the planned software tools can be found in Section F.

C.1. SIMD Equipment

The SIMD machine requested in this proposal is a data parallel computer, as typified by the Connection Machine or the MasPar MP-1. The SIMD machine is required for our proposed experimental research in data parallel algorithms for large-scale scientific computing, optimization problems, analysis of program dependence graphs, and computer vision. To support the PRISM effort, the proposed system must be configured with 16,384 processing elements (PEs), 256 megabytes of main memory, and a disk subsystem for use in solving large data-intensive problems. Parallel versions of C and Fortran are needed, as are software tools that support monitoring and debugging of parallel C and Fortran programs. In addition, the machine must be accessible through our local area network. Finally, since much of the proposed research on SIMD computing is focused on applications, we wish to avoid a machine for which tool development would be necessary before the bulk of the proposed research can begin. The machine identified in Section D as meeting these requirements with the best price/performance characteristics is a 16,384 PE MasPar MP-1 system with 256 megabytes of memory and a 2.7 gigabyte disk array. We propose to acquire this machine and its associated software in the first year of the grant at a total cost of $699,195, including $559,195 from NSF and $140,000 in matching funds from the University.

C.2. MIMD Equipment

The proposed MIMD machine is a message-passing multicomputer, similar to our iPSC/2 but significantly more powerful. The iPSC/2 has served our needs well, but its processors and
interconnection network are rapidly falling behind the state of the art. To support the MIMD portions of our research proposal, it is critical that we acquire a replacement for the iPSC/2 multicomputer. Our replacement hardware requirements include processing nodes that are 1-2 orders of magnitude faster than the iPSC/2's 80386 nodes, 4-8 times as much main memory, and 2-4 times the total number of processing nodes. In addition, if possible, we would like the machine to be open to the addition of new hardware; one of the architecture research projects proposed in Section F involves using the interconnection network of the machine to try out new design ideas for parallel architectures. Finally, the proposed database research for PRISM necessitates a well-configured I/O subsystem.

As explained in Section D, we propose to purchase a next-generation iPSC-series machine that we are referring to as the Intel iPSC/X machine. The iPSC/X machine will be based on a successor to the i860 processor, and it will have a mesh interconnection network. Based on information that we have received from Intel about this follow-on product (under a non-disclosure agreement), we are confident that our requirements and Intel's product offerings will coincide by the second year of the PRISM grant, which is when we propose to acquire the iPSC/X. We also understand that Intel is porting the Mach operating system to the iPSC product line as part of their Touchstone contract with DARPA, so we plan to use Mach as the operating system for the machine. Since prices are not available for the iPSC/X at this time, our budget is based on an iPSC/860 machine that approximates our requirements. We propose to acquire the MIMD hardware and software in the second year of the grant at a total cost of $1,548,752, including $750,482 from NSF and matching funds of $238,270 from DARPA and $560,000 from the University. The cost of this purchase will be spread out over Years 2 and 3 of the budget.

C.3. Infrastructure Software

Our system software requirements for the SIMD computer appear to be satisfied by the tools available from MasPar. We have similar software requirements for the MIMD multicomputer, but vendor-supplied multicomputer software is quite primitive. While C and Fortran are both available from vendors, substantial tools for parallel program debugging and performance tuning are not. Thus, our PRISM plans include the development of several new programming tools for use on message-passing multicomputers. These tools, described in Section F, include a SIMD language (C*) compiler for the MIMD multicomputer, a tool to aid in the debugging of message-based parallel programs, and a tool to assist in the performance evaluation and tuning of such programs. In addition, we plan to develop a batch scheduling system to make the multicomputer effective as a "parallel cycle server" for long-running parallel computations.
The SIMD compiler and the parallel program debugging tool will be useful prototypes available to users of the facility. The batch system scheduler and the parallel program measurement tool are envisioned as being closer to production-quality tools that will be in daily use on the system. Laboratory staff will be assigned to the tool development efforts, as discussed below.

C.4. Personnel

In addition to equipment, we are also requesting a small amount of NSF funding for personnel to support management of the project and development of the infrastructure software.
D. RESOURCE ALLOCATION

In this section we provide an overview of our current departmental research computing facilities followed by a detailed description and justification of the proposed SIMD and MIMD hardware and software acquisitions for the PRISM project. We also discuss the maintenance, user access, and space implications of the proposed facilities.

D.1. Existing Research Facilities

The Computer Sciences Department operates the Computer Systems Laboratory, which supports departmental computing needs for both research and instruction. The current research computing equipment can be broken down into three categories: workstations, file servers and general-purpose computers, and machines supporting our parallel computing research. The Department currently has about 225 Unix workstations allocated for research computing, including 48 DEC VAXstation 3200's, 121 DECstation 3100's, 2 DECstation 5000's, 22 IBM RT/PC's, 16 Sun 4/110's, 2 Sun 3/50's, 11 HP 360's, and 5 HP 345's. Five of the DEC workstations act as file servers; other file servers and general purpose machines include an 8-processor Sequent Balance, a DEC 5400, an HP 835, and 6 VAX 750's. In addition, we have numerous terminals and printers. All of our computers are connected via an Ethernet-based local area network, which also connects to the UW-Madison campus broadband network, to the Internet via CICNET/NSFNET, and to BITNET. In addition, the AI and VLSI Laboratories contain various special-purpose hardware and software for computer vision and computer architecture research.

Currently, our equipment for parallel computing research consists of two MIMD computer systems: a shared-memory multiprocessor and a message-passing multicomputer. The shared-memory multiprocessor is a 20-processor Sequent Symmetry (S-81) system with 2 megabytes of memory per processor and 1 gigabyte of disk storage. The multicomputer is a 32-processor Intel iPSC/2 system with 8 megabytes of memory and one 330-megabyte disk drive per processor; sixteen of the processors also have vector floating point boards. Both machines were acquired as part of the Department's NSF-sponsored Topaz project. Each runs vendor-supplied operating systems and compilers.

D.2. SIMD Computing Facilities

We have had detailed discussions with two companies, Thinking Machines and MasPar, regarding their current products, prices, and discounts. Both offer SIMD machines that fit the requirements outlined in Section C quite well. As of this writing, the MasPar MP-1 machine
<table>
<thead>
<tr>
<th>Model Number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP-1216A</td>
<td>MasPar MP-1 Data Parallel Computer*</td>
</tr>
<tr>
<td>DA-3014A</td>
<td>30 Series Parallel Disk Array**</td>
</tr>
<tr>
<td>IO-0002A</td>
<td>MPIOC 32MB Expansion Memory</td>
</tr>
<tr>
<td>WS-D002A</td>
<td>16 megabytes additional memory for 3520 workstation</td>
</tr>
<tr>
<td>WS-D006A</td>
<td>665 megabyte hard disk for 3520 workstation</td>
</tr>
<tr>
<td>WS-D004A</td>
<td>16 plane color graphics for 3520 workstation</td>
</tr>
<tr>
<td>Software:</td>
<td></td>
</tr>
<tr>
<td>SW-2016A</td>
<td>MasPar Fortran 4-user software license</td>
</tr>
<tr>
<td>SW-2304A</td>
<td>MasPar Fortran license upgrade to 16 concurrent users</td>
</tr>
<tr>
<td>SU-0001A</td>
<td>MP-1 MPPE license upgrade to 16 concurrent users</td>
</tr>
<tr>
<td>SW-0002A</td>
<td>MasPar MPL license upgrade to 16 concurrent users</td>
</tr>
</tbody>
</table>

*Includes the MP-1200 Series Data Parallel Unit with 16,384 processing elements (PEs), 256 megabytes of PE memory, and an Array Control Unit with 1 megabyte of instruction memory. Also includes a Unix Subsystem based on a color VAXstation 3520 with 16 megabytes of memory, a 332 megabyte disk, a 296 megabyte streaming tape drive, and an Ethernet interface. Includes 4-user licenses for Ultrix and MPPE system software, and C and MPL compilers, with support for graphics, debugging, and program animation.

**Includes 4 data disks, 2.7 gigabytes of storage, and an MPIOC I/O controller with 8 megabytes of memory.

Table 1: SIMD Portion of Equipment Budget

appears to have significantly better price/performance characteristics than the Thinking Machines CM-2 offering, and both offer a comparable set of software tools, so the proposed budget is based on prices for an MP-1 machine from MasPar. We will, of course, revisit this decision when the time comes to actually order the SIMD machine. The SIMD portion of the total proposed hardware and software budget, based on figures from a recent MasPar price quotation, is summarized in Table 1. The MasPar prices include a discount available through the joint MasPar/DEC Data Parallel Research Initiative, and prices for the VAXstation 3520 workstation components are based on a DEC discount provided through this Initiative.

As indicated in Table 1, the initial MP-1 price includes all of the hardware and software for a well-configured 16,384 PE system. Included is a Unix Subsystem which serves to connect the MP-1 to a local network and hosts the MP-1 programming tools. The initial price also includes the MasPar system software, including compilers for C and the MasPar Parallel Language (MPL), as well as the MasPar Parallel Programming Environment (MPPE), which provides debugging and animation facilities for parallel programs. The hardware budget also includes a small disk array, 32 additional megabytes of I/O buffer memory for the disk array (recommended for performance reasons by MasPar), and expansion hardware for the Unix Subsystem (to increase its memory, disk, and graphics capabilities). The software budget includes the MasPar Fortran compiler as well as software license upgrades to permit up to 16 concurrent users of all system software components.
### Table 2: MIMD Portion of Equipment Budget

<table>
<thead>
<tr>
<th>Model Number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hardware:</strong></td>
<td></td>
</tr>
<tr>
<td>iPSC/860 Model 64</td>
<td>iPSC/860 Parallel Supercomputer*</td>
</tr>
<tr>
<td>PSC860MMFRX8</td>
<td>64 8-megabyte iPSC/860 memory expansion modules</td>
</tr>
<tr>
<td>PSCMS42(x4)</td>
<td>8 additional I/O nodes with 16 disks (10.4 gigabytes total)</td>
</tr>
<tr>
<td><strong>Software:</strong></td>
<td></td>
</tr>
<tr>
<td>PSCSRC</td>
<td>NX/2 and Concurrent File System source code</td>
</tr>
<tr>
<td>PSCNFS</td>
<td>Network File System (NFS) for the SRM</td>
</tr>
</tbody>
</table>

*Includes 64 i860 processing nodes with 8 megabytes of memory each. Also includes four 4-megabyte 80386 I/O nodes with 8 disks and 4.55 gigabytes, one 8mm tape drive, and a System Resource Manager (SRM) with 8 megabytes of memory, a 60 megabyte tape drive, a 1.2 megabyte floppy disk drive, and an Ethernet interface. Includes the iPSC/860 system software.

### D.3. MIMD Computing Facilities

We have had detailed discussions with Intel about their Touchstone series of machines, which they are developing as part of DARPA's Teraop project, and about their corresponding product plans. The current Intel product is the iPSC/860 hypercube, an i860-based machine with the same interconnection network as our present iPSC/2 machine. As described in Section C, we are proposing to acquire the iPSC/X machine, a next-generation machine that will replace the iPSC/860. However, since iPSC/X prices are not available at this time, our budget is based on an iPSC/860 machine that is configured to approximate the requirements stated in Section C. Compared to our current iPSC/2 machine, the proposed iPSC/860 configuration has twice as many processors, four times as much main memory, and processors that are an order of magnitude faster. It is our expectation that a similarly sized iPSC/X machine, with faster processors and even more main memory, will be available for a comparable price in 1992. For I/O, the budgeted iPSC/860 configuration has 24 disks attached through 12 I/O nodes.†

Table 2 shows the MIMD portion of the proposed budget. The figures are based on a recent Intel price quotation; they include a special discount that we have arranged with Intel. As indicated in the table, we have budgeted an iPSC/860 configuration that includes 64 i860-based processing nodes with 16 megabytes of memory each. As with the MasPar, the Intel system also includes a machine (the SRM) to run the iPSC/860 compilers and to host the

†We would prefer to take the 32 disks from our present iPSC/2 machine and install them directly on 32 processor nodes of the iPSC/X. This is not possible in the iPSC/860, but should be possible with the iPSC/X. Intel's I/O product plans for the iPSC/X are unclear at this time, though, so the current budget is based on existing i860 I/O options. We also hope to acquire more iPSC/X disks via future database research grants.
Table 3: Annual Equipment-Related Expenditures

iPSC/860 on our Ethernet-based local area network. Turning to software, Intel will provide source code for the NX/2 operating system kernel and the Concurrent File System at no cost through the Intel University Partners Program. The only non-zero software budget item is an NFS license for the SRM to simplify file access.

### D.4. Annual Equipment Expenditures

Table 3 shows how the proposed equipment-related expenditures are to be spread out over the life of the grant. We plan to purchase the SIMD machine in the first year of the grant. The MIMD purchase will be deferred until the second year, when the new Intel product is due to be available. We plan to spread the cost of the MIMD purchase over two years by making appropriate arrangements with Intel; they informally mentioned to us that such arrangements are possible. As indicated in the table, the University is providing matching funds for our equipment purchases. In addition, DARPA has agreed to provide a grant from their Touchstone effort for the iPSC/X machine. Finally, the maintenance figures in Table 3 are based on an estimate of 5% of equipment cost for annual MasPar maintenance and $10,000 per year for Intel maintenance, with both systems being covered by 1-year warranties during their first year of operation. The MasPar maintenance figure is based on past experience with hardware and software maintenance for the Crystal and Topaz CER grants. The Intel figure is based on a quotation from Intel for hardware self-maintenance (i.e., board swap maintenance) and an informal estimate for software upgrades.

In addition to the plans outlined here, we are also considering the possibility of linking the iPSC/X and MasPar machines using a HIPPI network. Both machines have HIPPI interfaces available, and a pair of these interfaces on the two machines would allow full-duplex communications at 800 megabits per second. Such a high-bandwidth connection between the machines would create an experimental SIMD/MIMD computing facility that could be used to conduct research on hybrid algorithms for applications where a hybrid computational style is advantageous. Based on a quotation from MasPar and a discussion with Intel, it appears that the machines could be connected in this way for a total of approximately $60,000. Thus, we plan
to seek additional funding, either from the University or via a separate grant, to obtain HIPPI interfaces for this purpose.

D.5. Access and Space Issues

The proposed SIMD and MIMD parallel computer systems will be accessed by researchers through our local area network. Both the MasPar MP-1 and Intel iPSC/X have workstations that serve as their front-ends. Each hosts compilers and other programming tools and interacts with user workstations via an Ethernet connection. We plan to run NFS on these front-ends in order to allow program and data files to be created and edited on user workstations and then accessed transparently from the front-ends.

No space renovation will be needed to accommodate either the SIMD or MIMD equipment that we are requesting.
E. BUDGET

(omitted)
F. RESEARCH

This section presents our proposed research in the following eight areas:

1. parallel programming tools,
2. programming languages and environments,
3. databases,
4. parallel optimization algorithms,
5. scientific computing,
6. computer architecture,
7. artificial intelligence, and
8. models of parallel computation.

In all, 27 projects are summarized in these 30 pages. In keeping with the infrastructure nature of this proposal, we have opted for brief presentations of many of our proposed projects, rather than focusing on a few of them in more detail. Within the limited space available for each project, we attempt to be relatively complete about describing the significance of the research problem and approach, as well as relatively terse but concrete about how the proposed research requires or is significantly enhanced by the proposed machines.

F.1. PARALLEL PROGRAMMING TOOLS

The tools research will be carried out by J. Larus, M. Livny, J. Naughton, B. Miller, and M. Vernon. Laboratory staff will be assigned to tool implementation as needed.

F.1.1. Compiling SIMD Programs for a MIMD Computer (J. Larus)

The two major parallel programming models embodied in commercial computers are SIMD (data parallelism) and MIMD (control parallelism). Languages that use the SIMD paradigm are typically closely tied to SIMD hardware that executes instructions in lockstep. This relationship may not be essential. If SIMD programs can be efficiently compiled for MIMD multicomputers, several benefits will accrue to programmers. First, SIMD languages offer many desirable properties for multicomputer programmability, including the shared memory and data parallel concepts, and computation reproducibility (i.e., ease of debugging). Second, a cross-compiler would make SIMD programs portable across a much wider range of computers and consequently available to a larger community of users. Finally, applications that contain efficient data-parallel portions as well as portions that require MIMD execution will be able to make effective use of both models. We thus propose to explore the question of whether programs expressed in a SIMD language can be compiled for efficient execution on a MIMD machine by writing a compiler for C* for the iPSC/X, and evaluating the compiler’s performance against the comparably powerful MasPar MP-1.
The major previous work in this area was done by Quinn and Hatcher, who investigated compiling very simple C* programs for hypercubes and shared-memory multiprocessors [Quin88, Quin90]. Their preliminary results showed that small C* programs ran only slightly slower than hand-coded programs for the same algorithm. Although these results are promising, extensions to the compiler technology and language design are needed to determine whether the approach will work for real applications and for non-numeric application domains. For example, Quinn and Hatcher modified C* to require the programmer to specify the data partitioning. Techniques to automatically produce efficient data partitionings would significantly increase the value of the compiler.

Our initial approach will be to construct a C* to C translator that permits us to rapidly prototype and evaluate compiler algorithms. The compiler must produce code that executes asynchronously on the multicomputer, but appears to behave as if all executed in lockstep. On a distributed-memory machine, this difference is apparent only when processes communicate. We will investigate techniques to automatically restructure a program so that processors execute independently for relatively long intervals, and multiple messages are combined whenever possible. Chen's data partitioning techniques and other techniques for compiling sequential programs on distributed-memory computers might profitably be employed to achieve these goals [Chen86, Call88, Zima88].

The large-scale application programs for scientific computing, optimization problems, program integration, and computer vision to be developed by other participating faculty will provide excellent test cases for the prototype compiler. We will study these and other C* programs to understand how the language is used in practice and which features require special support. When the compiling techniques are sufficiently well-developed, we will modify the translator to generate native code for the computer and compare its performance against message-passing programs on the iPSC/X and C* programs on the MasPar.

The goal is to build a prototype C* compiler and runtime system that is practically useful. Additional benefits of this research include the following. First, the techniques developed for C* will be applicable to compiling other data parallel languages for MIMD computers. Second, these techniques can also be used to compile the data parallel subsets of non-SIMD languages, such as Fortran 90 and APL.
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F.1.2. Parallel Program Debugging on Message-Based Multicomputers (B. P. Miller)

Flowback analysis is a powerful technique for debugging programs. It allows the programmer to examine dynamic dependencies in a program’s execution history without having to re-execute the program. The goal is to present to the programmer a graphical view of the dynamic program dependencies. Our current system, called PPD [MCHb88, CHMI90, CMIN88], performs flowback analysis while keeping the execution time overhead low. We have extended the semantics of flowback analysis to shared-memory, parallel programs. Execution time overhead is kept low by recording only a small amount of trace during a program’s execution. We use semantic analysis and a technique called incremental tracing to keep the time and space overhead low. Parallel programs have been accommodated by allowing the flowback dependences to span process boundaries; i.e., the most recent modification to a variable might be traced to a different process than the one that contains the current reference.

We propose to extend PPD to handle message-passing parallel programs with large numbers of processes. Our goal is to provide a prototype tool that can be used to develop applications on the iPSC/X. Flowback analysis tracks the flow of data by examining references and assignments to variables. In a message-passing system, data can flow through the additional paths created by the message channels. We will extend flowback analysis to track data in and out of message buffers, and to track the dynamic binding of sender to receiver. Flowback analysis has the advantage that the programmer need only look at a small part of the program at one time; this is ideal for applications that contain many processes. We will also examine issues in distributed control. We will apply our work in the area of breakpoint detection for distributed programs [MCHA88]. The iPSC/X will provide a facility to experiment with large-scale parallel programs on a message-passing architecture.


F.1.3. Parallel Program Measurement on Message-Based Multicomputers (B. P. Miller)

IPS-2 is a performance measurement system for parallel and distributed programs [MILL90, YAMI90]. It allows application programmers to measure their parallel programs (both shared-memory and message-passing) and produce execution profiles, graphs, and high-level analyses. IPS-2 has a powerful graphical user interface. IPS-2 is in current use on VAX, DECstation, and Sequent Symmetry computers, and has been used for a wide variety of performance tasks. A project is underway (jointly with the San Diego Supercomputer Center) to port IPS-2 to the Cray Y/MP.

We plan to port the IPS-2 system to the iPSC/X computer. We anticipate using IPS-2 in production support for application programmers on this machine. IPS-2 has previously run in UNIX-based environments, so the effort required in porting IPS-2 will depend on the operating system provided on the iPSC/X. We will address issues such as the operating system interface and trace data collection. The iPSC/X designers at Intel have described new hardware support for program instrumentation that will simplify and streamline the implementation.

IPS-2 supports analyses, such as Critical Path Analysis, that help guide the programmer to the specific parts of the program that are slowing the execution. This guidance is particularly important in large-scale parallel programs. We will also explore new program visualization techniques to support very large numbers of processes.


F.1.4. A Batch System for the iPSC/X (M. Livny, J. Naughton, and M. K. Vernon)

As a result of the concerted research effort that has been devoted to the area of parallel computation, a wide range of compute-intensive applications are beginning to exploit the parallelism provided by multicomputers. In order to place a multicomputer on the production floor, it has to be equipped with a batch system that will 1) manage its resources efficiently and fairly and 2) provide the users of these applications with easy access to its processing capacity. We propose to develop and prototype a batch system for the iPSC/X.

Since 1984 we have been engaged in an effort to develop a batch system for a cluster of workstations. The Condor distributed batch system [Litz88, Litz90], which is the result of this effort, provides researchers in our department with access to more than 200 workstations. The system employs a novel scheduling algorithm [Muthk87] to allocate computing capacity to over
40 users. With the help of a checkpointing mechanism, Condor effectively utilizes the processing capacity of the workstations and guarantees the completion of batch jobs.

The checkpointing mechanism of Condor can only handle jobs that consist of a single Unix process. Existing solutions to the distributed checkpoint problem, such as distributed database techniques and other checkpointing schemes that are based on synchronous logging of messages, are inadequate for use in a batch facility. Recently, we have developed and implemented a checkpointing scheme for shared-memory multiprocessors [Li90]. Currently, using the technique of special "marker" messages, we are extending our scheme to apply to message-based application checkpointing. We plan to implement the new scheme on the iPSC/X and use the proposed batch system to test it on real-life applications.

Is a recent study [Leut90] we showed that, in the absence of a-priori knowledge of processing demands, two types of multiprocessor scheduling policies have the best performance: 1) policies that give each job an equal fraction of the processing power of the multiprocessor, and 2) foreground-background policies that give each job an initial allocation of processing power, and then place it in a "background" queue. These results, along with our experience from the Condor system, will guide us in the design of the scheduling policy for the proposed batch system.


F.2. RESEARCH IN PROGRAMMING LANGUAGES AND ENVIRONMENTS

Section F.2.1 proposes to develop data-parallel algorithms on the MasPar MP-1 for fast manipulation of program dependence graphs. Section F.2.2 proposes research in parallel execution of symbolic programs, including an investigation of language features that facilitate the detection of parallelism.
F.2.1. Data-Parallel Graph Algorithms for Program Integration (T. Reps and S. Horwitz)

By program integration, we mean the merging process that one has to go through when the source code of a program diverges into multiple variants (supporting different features, different operating systems, or incorporating different bug-fixes, for example). To date, the only available tools for assisting with program integration implement an operation for merging files as strings of text. When applied to programs, these tools are of limited utility—and potentially quite dangerous—because one has no guarantees about how the program produced behaves compared to the programs that were the inputs to the integration tool.

In contrast, our research has provided the foundation for creating a semantics-based tool for program integration [Horw89]. Semantics-based integration is based on the assumption that a difference in the behavior of one of the variant programs from that of the base program, rather than a difference in the text, is significant and must be preserved in the merged program. Although it is undecidable to determine whether a program modification actually leads to such a difference, it is possible to determine a safe approximation by comparing each of the variants with the base program. To determine this information, the integration algorithm described in [Horw89] employs a program representation that is similar to the program dependence graphs that have been used previously in vectorizing and parallelizing compilers [Kuck81, Ferr87]. The algorithm also makes use of Weiser’s notion of a program slice to find just those statements of a program that determine the values of potentially affected variables [Weis84].

The steps of the integration algorithm (and other algorithms we have developed, such as for interprocedural slicing [Horw90]) involve computations on the dependence graphs that are used to represent programs. An example of such a computation is to compare several graphs to find vertices with differences in their adjacency lists of incoming edges. Our research will focus on fast data-parallel algorithms for such problems. Some aspects of our work seem particularly well suited for the SIMD model; in one of our program-integration algorithms (e.g., see [Yang90]) the dependence graphs used are not only sparse, but of bounded in-degree.

Our current implementation is incremental; as a program is modified by a user, an auxiliary dependence graph that represents the program is updated to reflect the user’s changes. However, this approach is only possible for very restricted languages, such as the one supported by our current prototype. As we move beyond toy languages—which will require that the system perform interprocedural data-flow analysis to build the auxiliary dependence graph—we have to fall back on non-incremental (batch) techniques. It would be unfortunate if the system were to lose its essentially instantaneous response rate for user-level operations.
MasPar-executed data-parallel algorithms for creating and manipulating dependence graphs might allow us to provide the illusion of an incremental implementation even though computations are actually performed from scratch.


F.2.2. Parallel Symbolic Programming Languages (J. Larus)

Symbolic programs—for example, CAD tools, AI programs, and parallel compilers—manipulate large amounts of irregularly structured data, which is frequently composed of non-numeric quantities. Programs of this type, although computationally expensive, rarely run on parallel computers because of the great difficulty of expressing them in languages in which management of parallelism is left to the programmer. Authors of numeric programs face similar difficulties, but they are aided by compilers capable of translating Fortran programs for diverse parallel computers. We propose to study problems in compiling symbolic programs for parallel computers and to investigate new language designs to facilitate expressing these programs.

In the initial stage of this research, we developed a Lisp compiler that produced code for a shared-memory multiprocessor [Laru89, Laru90a]. This compiler demonstrated that some symbolic programs could be effectively compiled for parallel computers, but it did not permit detailed understanding of symbolic programs or the limitations of the compilation techniques. Recently, I have been using a new technique to study parallel symbolic programs [Laru90b, Laru90c]. This technique simulates the parallel execution of a program by using a memory reference trace from the program’s sequential execution. It allows fast and easy characterization and comparison of complex programs and provides detailed information about their structure and data dependences. The technique has demonstrated that symbolic programs behave very differently from numeric programs and that existing parallel-compiler optimizations cannot improve the performance of symbolic programs.
Currently, we are using this new understanding of symbolic programs to develop new compiler optimizations and parallel execution strategies. In addition, we are exploring the design of programming languages that facilitate expression of symbolic algorithms in a manner suitable for compiling to parallel computers. However, our algorithms generate sufficient numbers of parallel tasks to easily oversaturate our current equipment. The iPSC/X would thus significantly enhance our ability to efficiently execute these algorithms, and the MasPar will permit exploration of the entirely new area of compiling symbolic programs for SIMD processors.


F.3. RESEARCH IN DATABASES

The database group will conduct research on the implications of MIMD-style parallel computing for three database problems: multi-user scheduling of data accesses and database resource usage (Carey, DeWitt, Livny), optimization of complex queries (DeWitt, Ioannidis), and the processing of database queries expressed in logic-based languages (Ioannidis, Naughton, Ramakrishnan).

The goal of the research proposed in this section is to develop practical algorithms that can ultimately be applied in commercial parallel database systems. Where possible, simulation will be used for initial algorithm evaluation. However, implementation and experimentation are necessary to ensure the practicality and scalability of the most promising solutions. We plan to port Wisconsin's Gamma parallel database system to the iPSC/X under the Mach operating system in order to provide the required testbed for each of the proposed projects. The iPSC/X will be an ideal platform for this work, providing a state-of-the-art "shared nothing" hardware base that is comparable in both CPU performance and memory size to those of commercial parallel database systems.

F.3.1. Multiuser Scheduling in Parallel DB Machines (M. Carey, D. DeWitt, M. Livny)

Over the past seven years, a number of successful database machines have been built by combining highly parallel dataflow query processing algorithms with fairly conventional message-based multicomputers where one or more disks are typically attached to each processor [DeW190a]. Notable research prototypes include the Wisconsin Gamma system
[DeWi90b], Bubba at MCC, and Arbre at IBM Almaden; significant commercial offerings are
available from Teradata and Tandem. In each of these systems, parallelism is obtained by
declustering [Livn87] the database relations over many nodes and then employing parallel
algorithms to execute each of the basic relational database operators involved in a query. Pipe-
lined execution of multiple operators of a complex query can provide additional parallelism.

Multiuser benchmarks of the Tandem, Teradata, and Gamma systems have shown that
parallel database machines can be very effective for both transaction processing workloads,
where inter-transaction parallelism is needed to handle many simple transactions, and for com-
plex batch workloads, where successful application of intra-transaction parallelism is the key to
good performance. However, processing a mix of small transactions and complex, on-line
queries poses several challenging problems. One problem is that complex queries often require
many locks, and hold them for long periods of time, impeding the progress of short transac-
tions. The current commercial solution is "browse mode" execution, which allows complex
queries to obtain approximate answers by reading inconsistent data. Clearly, this is not
sufficient for all applications. For conventional database management systems, multiversion
concurrency control algorithms are an alternative solution, and simulations indicate that they
may indeed be effective [Care86b]. We intend to explore the use of multiversion locking algo-
rithms in the context of a parallel database machine. Issues to be studied include how to distrib-
ute versions of relations across the processing nodes and how to integrate versions with
Gamma’s algorithms for data replication and recovery [DeWi90b, Hsia90].

An important related problem, also beyond the current state of the art, is how to schedule
the many physical resources of a parallel database machine at runtime. In particular, decisions
made by the query optimizer are based on cost estimates, which in turn are based on assump-
tions about the amount of available memory and the number of available processors. In fact,
neither can truly be known until query execution time, long after the query optimizer has gen-
erated and compiled a plan for executing the query. But what if the system is incrementally
presented with a workload containing many queries of varying sizes and complexity? Runtime
scheduling issues include how much memory to allocate to the operators of each query and, for
intermediate query results, over how many processors to decluster the results in order to paral-
lelize the execution of subsequent query operators. Moreover, some queries in the workload
may be more important than others, and should thus be given higher priority [Care89]. Lastly,
replicated data provided by Gamma’s approach to high availability [Hsia90] provides an
opportunity to use dynamic load balancing (as in [Care86a]) to correct load imbalances caused
by skewed or hot data. We plan to design and evaluate adaptive algorithms for making the run-
time scheduling decisions needed to effectively cope with complex query mixes.
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F.3.2. Parallel Query Optimization (D. DeWitt and Y. Ioannidis)

One of the primary reasons that relational database systems have been such a commercial success is the effectiveness of their query optimization module. The input to this module is a query $q$ given by the user. The optimizer’s purpose is to select the most efficient algorithm to access the relevant data and answer the query. Specifically, for the relational model, a strategy to answer a query $q$ is a sequence of relational algebra operators (e.g., select, project, join, union) applied to the relations in the database that eventually produces the answer to $q$. The specification of a strategy also includes the method (algorithm) that will be used for each operator (e.g., hash-join, merge-scan, or nested-loops for a join operator) and the indices that will be used, if any, to access each relation (e.g., $B^+$-trees or hash tables on relation attributes). For every query, there are many choices for the sequence of operators, the methods that implement them, and the indices used, thus resulting in a large strategy space that the query optimizer needs to search for its least costly member(s).

Future applications pose several new challenges to database systems. Queries will need to access much larger data sets than they do today (increasing from megabytes to terabytes). Also, users will need to ask significantly more complex queries than what has traditionally been the case (moving from single, nonrecursive queries with few joins, to multiple, possibly recursive queries with tens or hundreds of joins). Parallelism is the only way for database systems to cope with such unprecedented levels of complexity. Current query optimization technology, however, is inadequate for a parallel environment, because the space of alternative strategies is, in many respects, very different from what is seen in conventional systems today. The two most important points of difference, which we plan to address in our work, are the specific strategies that are included in the search space and the size of the search space.
A significant amount of work exists on parallel query processing strategies, especially in the context of multiprocessor database machines [Schn90]. Incorporating these strategies in a query optimizer’s search space is nontrivial. First, a parallel query processing strategy includes additional parameters, e.g., distribution of subqueries to processors and synchronization points for interleaving of parallel and sequential execution. Extensive studies are needed to determine which parameters should have their values chosen by the optimizer and which ones can be pre-specified. Moreover, due to the large number of such parameters, modeling the space of alternative strategies in a regular, algebraic way is difficult. Second, new cost models need to be developed and validated for alternative parallel strategies such as those proposed in [Schn90]. Third, the problem of cost estimation is even harder than in the sequential case. Not only are new estimation techniques needed, but error propagation becomes a more pressing problem due to the expected decreased accuracy of the estimates. Alternatives like interleaving optimization and execution need to be investigated.

The availability of a wide variety of parallel strategies, each with several parameters whose values are to be determined by the query optimizer, results in a significant increase in the size of the strategy space that needs to be explored. The anticipated increase in query complexity has a similar effect as well. Most conventional systems use sequential, heuristically pruning, semi-exhaustive algorithms to search the strategy space, but this will be inadequate in the future. Randomized optimization algorithms appear to be the most promising alternative, so we plan to study several such algorithms in a parallel environment. We have already experimented with sequential implementations of three such algorithms, simulated annealing, iterative improvement, and two-phase optimization, on search spaces of sequential strategies [Ioan87, Ioan90]. We plan to incorporate parallel strategies in these search spaces and also to adapt the optimization algorithms themselves for parallel execution on the iPSC/X. Some of these methods have very straightforward parallelizations, whereas others do not, making the parallelization task very challenging. We also plan to study genetic algorithms [Gold89], which have been very effective in other disciplines and lend themselves to relatively easy parallelizations. This research ties in with the work on genetic algorithms discussed in section F.4.3 below.


F.3.3. Parallel Evaluation of Data Intensive Logic Programs (Y. Ioannidis, J. Naughton, and R. Ramakrishnan)

Logic provides a very high-level language that is amenable to extensive optimization since the meaning of a program is defined independently of its execution. For example, if \( t \) denotes the transitive closure of a binary relation \( e \), then it may be defined thus:

\[
\begin{align*}
t(X,Y) &::= e(X,Z), t(Z,Y). \\
t(X,Y) &::= e(X,Y).
\end{align*}
\]

The procedural interpretation of this example in languages such as Prolog is that the clauses (rules) with \( t \) on the left side provide a program defining the procedure \( t \). A call to \( t \) is evaluated by invoking a rule and generating (sub) calls for literals on the right side. In contrast, the rules can also be read as statements in standard logic: “right side implies left side.”

As with conventional database queries, one may optimize a logic program by finding a more efficient but (logically) equivalent version, and there is an extensive literature on this subject [Banc86]. The user is able to specify the program at an abstract level, and the system assumes the responsibility for efficient execution, including parallelizing of the program.

Evaluation methods in the literature can be understood in terms of the procedural semantics, which is recursive identification of subgoals. A method is deemed more parallel if it is able to identify and work on more goals earlier. We recently proposed an abstract model that seeks to capture this measure of parallelism [Rama90]. There are two main sources of parallelism in a logic program: different rules can be evaluated concurrently, and subgoals generated from different literals in a rule can be solved in parallel. (The latter, of course, depends on the order in which literals are examined, as solutions for one literal can be used to restrict the subgoals generated from subsequent literals.) With these two sources of parallelism, logic programs tend to exhibit a much higher level of explicit parallelism than that which exists in traditional, imperative programming languages.

Currently, virtually all parallel implementations are based upon top-down approaches, possibly due to the traditional belief that bottom-up approaches cannot focus the computation effectively. However, it is now known that program transformation can be used to achieve the same restriction for bottom-up evaluation [Rama88]. Further, for a given choice of literal order, the proposed approach is maximally parallel according to the measure mentioned above [Rama90]. This provides strong motivation for investigating parallel implementations based upon bottom-up techniques.
The above "maximally parallel" result is an idealized picture that ignores many implementation overheads. We plan to use the iPSC/X to investigate and compare implementation-related issues for both top-down and bottom-up approaches to parallelizing logic programs. Such issues include tradeoffs in data representation, scheduling, and (in the context of data intensive programs) accessing disk-resident data, all of which could have a significant impact. For example, many top-down approaches deliberately restrict the number of subgoals solved in parallel in order to minimize scheduling overheads. The scheduling overhead may be lower for bottom-up approaches since the goal-subgoal structure need not be explicitly maintained, and simple techniques for distributing the computation across multiple processors have been proposed (e.g., [Wolf88]). On the other hand, this has been achieved at the cost of introducing additional body literals into rules.†


F.4. RESEARCH IN PARALLEL OPTIMIZATION ALGORITHMS

Since the Dantzig-Wolfe decomposition method of 1960, mathematical programmers have been developing techniques to partition large-scale problems into smaller optimization problems that could be solved independently. However, the practicality of solving real-world linear and nonlinear programs with hundreds of thousands or millions of variables remained equivocal until the 1980's produced new developments in both algorithms and parallel architectures. Starting with our original CER grant (Crystal), a major focus of the research of our mathematical programming group has been the development of new parallel algorithms for a variety of difficult optimization problems, including linear programs, linear complementarity problems, network optimization, discrete optimization, and stochastic programs. While our current facilities have allowed us to test our algorithms on medium-sized problems and some specially-structured large problems, we require parallel systems with supercomputer performance and memory capacity to carry out our research for large-scale, real-world problems.

† Additional rules are also introduced, but their application corresponds to the top-down generation of goals, and can be viewed as implicit in top-down approaches as well.
F.4.1. Parallel Constraint Distribution (O. L. Mangasarian and M. C. Ferris)

We have proposed a novel parallel algorithm for handling constrained optimization problems with a very large number of constraints [DeLe90]. The idea is to break the constraints into blocks and distribute them among parallel processors while giving each processor a properly modified objective function. The key to an efficient implementation of the algorithm is the modification of the objective function that is given to each processor. Currently the most promising modification consists of an augmented Lagrangian objective [Ferr90]. For linear programs with a number of constraints far exceeding the number of variables, linear speedup is possible under suitable realistic assumptions. A system with the speed and local memory size of the proposed iPSC/X would allow us to solve hitherto intractable problems, as the only information passed among processors is Lagrangian multiplier information for the relatively small-sized constraint blocks assigned to each processor. Massively parallel architecture, such as that of the MasPar, on the other hand, have the potential of rapidly solving problems with an enormous number of constraints via the allocation of small blocks of constraints to each processor.


F.4.2. Parallel Pattern Separation via Linear Programming (O. L. Mangasarian)

Recently [Benn90] we have shown that a practical method for pattern separation that is based on linear programming, the multisurface method (MSM) [Mang68], is equivalent to training a neural network with some predetermined weights. MSM has been very successfully used for the diagnosis of breast cancer at University of Wisconsin Hospitals [Mang89]. During the past 17 months it correctly diagnosed 165 out of 166 cases. A number of approaches exist for parallelizing our underlying training algorithm to allow us to handle large-dimensional problems with very large data sets. Examples of such large problems are determination of solvency of banks from extensive financial records, making important oil drilling decisions from extensive seismic data, and making critical decisions based directly on medical imaging. At the simplest level is parallelization of the underlying linear programming training algorithm. This can be achieved in a number of ways. One way is to parallelize the linear programming algorithm itself (whether simplex-based or interior-point-based). Another parallelization can be achieved by the parallel solution of the essentially independent linear programs at each step of the MSM. The number of these linear programs increases linearly with problem dimension, and hence parallelization would guarantee linear speedup. At a higher level we have the possibility
of a parallel training algorithm operating on disjoint or partly overlapping data sets. The iPSC/X architecture is very suitable for these parallelizations and would allow the solution of extremely large pattern separation problems in considerably faster time.


There has been an increasing interest in the use of search techniques which contain a stochastic element as methods for solving hard combinatorial optimization problems arising in practical applications. We shall consider the use of genetic algorithms to solve these problems. One of the major differences between genetic algorithms and other approaches is that genetic algorithms operate using a whole population of individuals, and in this sense they have a kind of natural parallelism not found, for example, in simulated annealing or Tabu search techniques. The problems of communication and synchronization have not previously been considered in detail. In this context, to overcome synchronization penalties we will implement a parallel asynchronous version of the algorithm, and to reduce communication we will construct an algorithm based on a local neighborhood construct [And90]. Another problem we wish to address is how to incorporate constraints (such as precedence relations) into these methods. Several techniques for treatment of these constraints are available, each of which is computationally intensive. The iPSC/X has the processing power we need to effectively handle large population sizes.


F.4.4. Parallel Solution of Large-Scale Integer Linear Programs (R. De Leone)

Branch and bound algorithms are well-known and effective methods for discrete optimization problems. They are implicit enumeration methods that are conveniently represented by a finite rooted tree. Processing at each node of the tree involves completion of various tasks such as the computation of a bound on the optimal solution value, fixing some of the variables, branching, etc.

The collection and distribution of aggregate node information as well as the tasks for a particular node can be performed by different processors in parallel [Rush90]. At the same
time, other processors can improve the current upper and lower bounds by using ad hoc heuristics or algorithms based on Lagrangian relaxation or dynamic programming based methods. By efficiently combining the information from all the processors, the search space can be substantially reduced and therefore discrete problems with very large numbers of variables can be efficiently solved on the iPSC/X. Through iPSC/X implementations, we will investigate the effectiveness of such parallel approaches in solving specially structured integer programs. In particular, we will concentrate on large scale knapsack problems and we will test the algorithm on problems arising in digital system design [DeLe90]. We will also investigate parallel dynamic programming algorithms for knapsack problems. Since at each stage of the algorithm relatively simple tasks need to be performed, this method can be efficiently implemented on SIMD machines.


Most large-scale optimization problems have block structure (for example, blocks of constraints corresponding to multiple time-periods or commodities). This allows them to be decomposed iteratively via a variety of methods [Dant63, Sch90, DeLe90] into collections of approximating subproblems to which a coordination process is then applied.

A natural application of a hybrid parallel system, which supports both SIMD and MIMD modes, would allocate (completely or partially) the solution of the subproblems to the MasPar system where an algorithm such as parallel pricing (see the following section on hybrid algorithms for network flow) or SOR [DeLe90] or a network relaxation method [Bert89] would be employed. The coordination of the subproblem solutions at each iteration would be performed on the iPSC/X. The coordination process could also be overlapped with the solution of the subproblems (by using prior update information) or could use partial information from the current subproblems. MIMD-oriented methods of this type on both shared-memory [Sch90] and multicomputer systems [DeLe90] have proved to very effective in providing fast solutions of large real-world multicommodity problems.


Parallel asynchronous extensions of the network simplex method have demonstrated the capability of solving very large network flow problems (e.g., hundreds of thousands of variables) in just a few minutes even on modest shared-memory systems [Clar90]. In order to achieve the solution of problems of millions of variables in real time, the facilities of a hybrid parallel computing system could be effectively utilized by performing the complex "pivot" operation of the network simplex method [Kemm80] in MIMD mode while using SIMD to do the "pricing" operation on large numbers of arcs (one or more arcs per SIMD processing element). Research is needed on selection strategies for the arcs to be priced and on the relative efficiency of traditional pricing versus approximation to maximum improvement strategies. For example, some data on basis tree structure (such as, portions of backpaths) could be used in SIMD mode, or a parallel evaluation of relevant backpaths for a small set of arcs that priced attractively in SIMD mode could be done on MIMD mode. It would also be of interest to try variants of this strategy for general linear programs.


F.4.7. Parallel Decomposition of Large Stochastic Programs (S. M. Robinson)

In modeling resource allocation under uncertainty using discrete probability distributions, one encounters very large block-separable convex programming problems with coupling constraints. Current computational algorithms for this class of problem are so slow as to be impractical in many cases. For mathematical background on one such procedure (the partial inverse decomposition) see [RoWe87] and [Rob90], and for a detailed treatment of an application in energy capacity planning see [Dan89]. Since these problems are block-separable except for the coupling constraints, there is a conceptually simple decomposition algorithm based on dualizing with respect to the coupling constraints and maximizing the resulting nonsmooth dual objective using a bundle of dual subgradients. For a description and justification of this method, see [Rob89]. This general technique is independent of the actual method used to generate the bundle. For example, in [Dan89] the L-shaped method of Van Slyke and Wets [VSW69] is used, but methods of the bundle class such as the bundle-trust region algorithm [Zow89] appear to be much more efficient.

-- F-17 --
We plan to investigate the combination of fast bundle methods for decomposing the problems with simultaneous parallel solution of the decomposed subproblems using the iPSC/X. The experiments of Medhi [Med90] using the less efficient Lemaréchal bundle method and the Crystal multicomputer at Madison showed an efficiency of more than 60%, and thus with the BT algorithm and the iPSC/X we expect to achieve enough speedup to make previously intractable planning problems solvable.


F.5. RESEARCH IN SCIENTIFIC COMPUTING

F.5.1. Complex Microstructures in a Viscous Fluid: MIMD versus SIMD (S. Kim)

Dynamics of particles (size from 0.01 to 100 microns) immersed in a liquid incorporate N-body physics and solution of the Navier-Stokes equations for the motion of the intervening liquid. Given the mobility or link between forces and particle motion(s), mathematical models for aggregation kinetics (suspension stability) to rheology (viscosity and other flow properties) follow. Applications include dynamics of globular proteins (enzyme kinetics and drug design) [McC87], processing of silver halide grains in photographic emulsions, and aggregation kinetics of Bentonite in oil well drilling fluids.

At the microstructure level viscosity dominates and the nonlinear (inertial) terms in the Navier-Stokes equations become negligible. The resulting Stokes equations can be recast (after derivation of the Green’s function and integral representation) as a two-dimensional integral equation on the particle surfaces. We have developed [Kar89, Kim90] a new integral representation in which the integral operator is a contraction mapping; iterative methods converge to the unique fixed point. The matrix obtained by discretization of the kernel of the (boundary) integral equation has element ij as a simple function of the inner and outer products of the 3-D vector joining boundary elements i and j. Indeed, rows and/or columns can be constructed by
data parallel operations [Kim90, Ch.19] if the boundary element geometry is stored in memory. Fortunately, the geometry of a single particle is usually described by a small number of elements which can be replicated as needed. 3-D simulations require thousands (and millions preferably) of particles, but this part of the algorithm replicates in a data parallel manner, making this a candidate for SIMD-style computing. Since our large-scale suspension simulation is amenable to both SIMD and MIMD style computing, comparisons will be explored: SIMD on the MasPar, simulated SIMD on the iPSC/X and MIMD on the iPSC/X.

Finally, interactions between distant particles resemble point-particle interactions, which in turn are further attenuated (screened) by the intervening suspension. The computational analog will be explored by zeroing out entire blocks, while blocks corresponding to interactions between nearer neighbors can be treated by multipole expansion, analogous to the Greengard-Roklin algorithm. The frequency and size of messages are thus greatly diminished so that large scale simulations will be feasible on message-passing architectures.


F.5.2. Domain Decomposition (J.C. Strikwerda and S. V. Parter)

The method of domain decomposition can be used with a parallel computing environment in several ways, e.g., [Glow88]. For example, in an MIMD environment, different domains can be assigned to different processors. Also, the interpolation of data between grids could be assigned to different processors. In an SIMD environment, the regular arrangement of grid points on each sub-domain and the local nature of the finite difference schemes makes possible several SIMD approaches. The simplest approach is to use SIMD algorithms on each sub-domain in turn. One algorithm that may be used in this context is Multigrid, which uses a strategy of grid refinement and operators on a succession of grids each with fewer points. Multigrid may be efficiently implemented in several ways on the MasPar. For example, iterations on different domains could be done simultaneously so as to maximize utilization.

F.5.2.1. Incompressible Fluid Dynamics

This research is devoted to developing methods to efficiently and accurately compute complex incompressible fluid flows in non-simple domains. The primary method is to use domain decomposition to separate the domain into smaller sub-domains with simple shapes
such as rectangles and annuluses. On each sub-domain the equations are approximated by finite difference schemes, and these are solved by iterative methods. The values of the velocity are communicated from one domain to another by interpolating values to the boundary.

Strikwerda has developed and tested a class of finite difference methods for incompressible viscous flows which can be used in a variety of flow situations. These methods have been applied to flows of practical significance [Stri88] and extended for use with domain decomposition [Stri89]. Generation of vortices by an array of cylinders is an example of the type of flow to be computed by these methods. Vortex shedding by closely spaced cylinders is an important consideration in the design of heat exchangers, cooling tower arrays, and offshore structures, see e.g., [Lam88]. These flows are computationally difficult because small time steps are needed to resolve the vortex behavior, yet many time steps are required to obtain the long term behavior. We require systems with supercomputer capabilities to efficiently solve such problems.


F.5.2.2. Efficient Solution of Elliptic Equations

This research is devoted to theoretical and experimental studies aimed at achieving effective, rapid solution of the large systems of algebraic equations which arise in numerical solution of boundary value problems for elliptic partial differential equations. When the operators are positive definite, or at least definite, there are many rather good methods. In particular, there are the very effective Multigrid methods. When the problems are indefinite, one is forced to use more complicated methods, e.g., a preconditioning strategy followed by a general iteration scheme, say the Conjugate Gradient method applied to the normal equations. These very indefinite problems arise in many applications. For example much of the acoustic work for determining geological structure, (e.g., in oil exploration) is based on the exterior indefinite Helmholtz equation.

Parter, his co-workers, and his students have studied Multigrid methods [Deck88], [Mand90], [Kamo86], [Kamo87] and preconditioning strategies [MaPa90], [Joub90], [Gold90]. This work has been both theoretical and experimental. Among these is a basic early work on the parallel implementation of Multigrid Methods vs SOR Methods [Kamo86], [Kamo87].
Much of the current interest in Domain Decomposition methods for elliptic problems stems from a fact which was very apparent in this work. While on a theoretical basis Multigrid methods are among the most effective for definite problems, the nature of certain Multigrid approaches causes the parallel implementation of these methods to degrade rapidly as the number of processors gets large. Indeed, seven or eight processors is already a large number in such cases. On the other hand, Domain Decomposition methods can make use of larger number of processors, such as would be available on our iPSC/X. Thus, while their theoretical rates of convergence may be inferior, their effective rates of convergence appear to be superior. We need the iPSC/X to do experimental studies of the convergence properties of these methods on large-scale problems.


F.6. RESEARCH IN COMPUTER ARCHITECTURE

In many cases, new ideas in computer architecture are initially developed informally and at a high level of abstraction. More detailed analysis must then be done to characterize whether and where the idea should be used. In the following sub-sections, we discuss our current and proposed research on tools for evaluating future parallel architectures.


For two reasons, designing a simulator of a multiprocessor is more challenging than designing a uniprocessor simulator. First, a multiprocessor simulator should allow the multiprocessor environment (e.g., memory system interactions) to affect the system's workload, obviating, in general, the use of traces and making (at least partial) workload re-execution necessary. Second, workload re-execution requires considerable processing power and
memory. We estimate simulating a 100-processor system on a non-trivial workload requires a simulation platform with at least 50 processors and a gigabyte of memory to avoid a slowdown of more than 1000 times.

For these reasons we plan to build a parallel architecture simulation platform to run on a iPSC/X. We will simulate large systems using Chandy-Misra techniques [Misr86]. Simulation performance will be improved by using approximations to reduce the frequency of synchronization in the simulations platform. An example approximation would be to allow the simulation of a processor in a cache-coherent MIMD to get all invalidations at cache miss time rather than asynchronously. The error caused by this approximation will be assessed by running some slow, precise simulations. Three uses for the proposed simulation platform are currently envisioned:

- **Scalable Synchronization Primitives.** This evaluation will assess the effect of request combining on the selection of synchronization primitives and hardware cache coherence mechanism in arbitrary interconnects, such as those permitted by the proposed IEEE Scalable Coherent Interface Protocol (SCIP) standard.

- **A Hybrid Shared-Memory Message-Passing Memory System.** This memory system will (1) manage coherence in hardware, (2) assist the compiler in managing coherence, and (3) allow a restricted form of message passing.

- **Exploiting Data Parallelism.** This research will investigate how problems with data parallelism are mapped onto a high-performance vector processor or a massively-parallel multiprocessor built from low-performance processors, to see what an appropriate "middle ground" parallel processing system might be.

A prototype of this simulator currently runs as multiple Unix processes on a workstation communicating via sockets. Current workloads must consist of independent programs compiled for a DECstation. We are in the process of allowing the simulated processes to share memory. After this is completed later this year, we will port the simulator to the department Sequent Symmetry and then next year onto an Intel iPSC/2. While adequate for debugging the prototype simulator, the above machines all lack the processing power and memory needed to make the simulator broadly useful. For this, we need to port our simulator to the iPSC/X requested in this proposal.


A prototype implementation is the final step in evaluating new computer architecture ideas, conducted only after exhausting analytic models and detailed simulations. Analytic models require high-level abstractions which entail assumptions that are often difficult or impossible to completely validate. Detailed simulations of multiprocessors require (at least partial) workload re-execution, and therefore are too slow to fully simulate the large-scale applications typically run on these machines. Thus, to fully analyze many architectural ideas requires the detail and performance provided by building proof-of-concept prototypes.

We consider the iPSC/X as a unique opportunity to develop a large-scale MIMD multiprocessor prototype. Intel has offered to make available the network interface specification, and to provide technical advice in the development of prototype nodes. We envision adding new processor nodes, or replacing existing ones, that support both traditional iPSC/X message-passing and a shared-memory model, with caches and distributed main memory. By building the cache and memory controllers using field-programmable gate arrays, these nodes will provide the flexibility and instrumentation to experiment with a wide range of memory system architectures. Possible uses for such a flexible prototype environment are:

- A *Hybrid Shared-Memory Message-Passing Architecture*. Evaluating large applications on a hybrid system (see the previous section) requires a prototype implementation.

- *Evaluating Directory-Based Cache Coherence Protocols*. The flexibility of field-programmable gate arrays will permit the system to support a variety of coherence protocols, ranging from Agarwal’s Dir_iNB to the IEEE Scalable Coherent Interface Protocol’s linked-list protocols.

Building a large-scale multiprocessor prototype from scratch is very expensive and requires years of work. The iPSC/X provides the framework to quickly develop a flexible prototype system at a fraction of the normal cost in time and money.

F.6.3. Parallelizing Trace-Driven Cache Simulations (G. Sohi and M. D. Hill)

Well-designed cache memories are essential to the design of high-performance processors (both uniprocessors and multiprocessors) today. To evaluate the cache design space thoroughly, trace-driven simulation is the methodology of choice of the computer architect. To get accurate results with a trace-driven simulation, the number of references in a trace must be much larger than the cache size. For cache sizes of a few megabytes, one needs to simulate traces that contain billions of references. Trace-driven cache simulation for a single cache
organization has traditionally been considered a serial process. We have recently developed algorithms to carry out the simulation of a single cache organization in parallel. The main idea behind these algorithms is to partition the trace into several pieces, simulate each piece in parallel, and then merge the information from the individual pieces (similar research is also being carried out by Heidelberger and Stone [HeSt90].) Our algorithms appear well-suited to arbitrary machine paradigms. Preliminary experience with a Sequent Symmetry has suggested near-linear speedups in the simulation time. We will implement and test out the algorithms on the iPSC/X and the MasPar, with the overall goal of using available parallel hardware resources to reduce the simulation time needed to evaluate alternate cache organizations.


F.7. RESEARCH IN ARTIFICIAL INTELLIGENCE

Section F.7.1 proposes to design and test parallel algorithms on the MasPar for analyzing dynamic sequences of images and for model-based 3D object recognition. Section F.7.2 proposes to develop algorithms on the MasPar and iPSC/X that perform a hierarchical sequence of image and feature transformations for recognition tasks. Section F.7.3 proposes extensions to hybrid learning methods that integrate explanation-based learning with neural network learning. Parallel implementations on the MasPar will be studied in order to thoroughly evaluate the performance of these methods.

F.7.1. Dynamic, Model-Based Computer Vision (C. R. Dyer)

As a monocular observer moves in a 3D world, the parts that can be seen and their geometry change with the vantage point. Very little is known about how to represent and use this information in computer vision. We plan to develop data-parallel algorithms on the MasPar for analyzing sequences of images in order to recover information about egomotion and object motion, and to recognize 3D objects. One specific goal is to quantitatively describe and model the relationships between motion and the change in the 2D appearance of a 3D shape. Because motion is such an integral part of this information processing process, a second major goal is to use a uniform, spatiotemporal approach to 3D object representation and to intermediate-level motion description for dynamic, model-based 3D object recognition.

To explicitly model the dynamical appearance of 3D objects as the viewpoint moves, we introduced "aspect space", which is the cross-product of the image plane and viewpoint space [Plan90]. Using this multidimensional space, we are developing new 3D object representations that explicitly describe the dynamic evolution of visible features over viewpoint. One of these
is called the rim appearance representation; it describes the exact appearance of the occluding contour of a shape as a function of viewpoint [Seal90]. Using this representation we are defining procedures for extracting and organizing viewpoint-dependent features of self-occlusion, e.g., T-junctions and other contour "events." In particular, we are currently developing methods for organizing features such as T-junctions so that they can be represented and used for dynamic, model-based recognition of 3D objects. We plan to design parallel indexing and matching algorithms for comparing dynamic features extracted from a spatiotemporal image sequence with the dynamic model features. Initial approaches to be implemented on the MasPar will be based on the data-parallel operation of matching each dynamic image feature with each dynamic model feature to determine the transformation (i.e., viewpoint) that maps one into the other. Each pair votes for its transformation, and the transformations with the greatest number of votes determine the possible solutions. This approach is a generalization of the Hough transform and has been used previously for 2D object recognition using static features on the Connection Machine [Tuck88].

We are also deriving new methods for computing intermediate-level motion descriptions directly from the motion of features in spatiotemporal (image plane × time) image-sequence volumes prior to object recognition and description. From this data, spatiotemporal surface flow can be computed [Allm90b], flow lines detected, and spatiotemporal surfaces segmented. Intermediate-level motion description such as cyclic motion [Allm90a] and T-junction motion can then be computed. Because of the massive amounts of data and floating-point computations involved in processing spatiotemporal image volumes, this work will use the MasPar so that algorithm design and testing can be done on long image sequences.


F.7.2. Hierarchical Computer Vision (L. Uhr)

We have been developing parallel computer vision systems that are scalable, so they can be embedded into successively larger networks of processors and recognize moving objects in real time [LiUh87]. They input information into a large sensor array, and this information is
transformed by a commensurately large array of processors. Each processor receives information from a small subset of cells in the sensor array (usually this is the sub-array lying directly below it). Subsequent layers of processors then examine and transform that information until recognition is completed.

In its simplest form, this builds a tree of arrays, giving a pyramid- or cone-like structure [LiUh85, HoUh89]. However, a number of other structures are possible, and we are investigating what appear to be the most attractive, including multi-apex structures and re-cycling nets [Uhr 87]. One criterion for evaluating these structures is how well models of objects to be recognized can be embedded.

The MasPar’s SIMD array can handle the large arrays of data with great speed. But the convergence and divergence of information moving through trees needs new shuffling algorithms. The iPSC/X is also likely to be reasonably efficient for most array and pyramid operations. Algorithms will be developed for both the MasPar and the iPSC/X so that their performance can be compared. In addition, a recognition system will be developed that uses the MasPar to process the very large arrays near the input image and the iPSC/X to process the more complex transformed information at higher levels. These will all be compared with one another, and with implementations on conventional serial computers of both our highly parallel-hierarchical algorithms and more traditional serial model-matching computer vision systems.


F.7.3. Hybrid Learning Methods for Large-Scale Problems (J. W. Shavlik)

We are developing a hybrid system that combines the symbolically-oriented explanation-based learning paradigm with the neural backpropagation learning algorithm. This system is currently being applied to large-scale, real-world problems such as recognition of important biological features in DNA sequences, prediction of the secondary structure of proteins, and recognition of handwritten characters. Due to the computational demands of neural network learning and the large numbers of training examples for these tasks, a parallel implementation of our learning algorithm is essential.
Briefly, our learning algorithm allows one to express, in a convenient verbal fashion, "preconceived notions" about the task being learned. These inferences need not be perfectly correct. Rather, they should be viewed as hints, heuristic guesses, and rules of thumb. Our algorithms map this information into a neural network, specifying the network topology and initial weight settings, and then use a collection of training examples to refine the original task-specific knowledge [Shav89, Towe90].

In conjunction with molecular biologists on campus, we are applying our machine learning algorithms to computational biology problems in the Human Genome Project. Prof. Blatter's research group in the UW Genetics Department is sequencing the DNA of the bacterium E. coli; we are using our algorithms to predict the locations of the genes in the DNA sequences his laboratory produces.

We propose to develop a parallel implementation of our learning algorithm for the MasPar machine based on the techniques presented in [Sing90]. This research promises to extend machine learning so that it applies to important scientific problems where there exist both roughly-correct theories of the task and large numbers of training examples. For example, we currently have encoded the Chou-Fasman algorithm [Chou78] for protein-structure prediction in a collection of over 200 inference rules and have collected over 20,000 examples. We are now using the examples to improve the accuracy of the Chou-Fasman algorithm. Due to the magnitude of data being produced in the Human Genome Project, parallel methods are greatly needed for this and many related tasks.


F.8. RESEARCH IN MODELS OF PARALLEL COMPUTATION

Section F.8.1 proposes to use the iPSC/X and MasPar systems to develop and test the validity of better conceptual models for predicting parallel computing performance. Section F.8.2 proposes to use the machines to develop and test better theoretical models for parallel algorithm design.

Broad questions that need to be answered before parallel computing can become the dominant method for solving large-scale applications include: 1) what computational model is most effective for harnessing parallelism? (e.g., SIMD, MIMD, loosely-SIMD, or ?), 2) how should the processors, memory modules, and I/O devices be interconnected to maximize processing power? and 3) how should the resources be allocated to multiple parallel applications that may request service from the system simultaneously? To address these questions quantitatively, conceptual models of computation-intensive applications are needed. Parameters that characterize real parallel workloads are also needed to use models to address questions 2 and 3 more completely than has been possible to date. The proposed facility will allow us to make significant progress in these areas.

One challenge is to develop workload models that are independent of the precise architecture the applications might execute on. This would allow us to evaluate a future architecture before it is available for workload measurements. Fortunately, there are applications, particularly in computational science, that provide the principal motivation for future high-performance parallel architectures and that appear to have definable computational needs. The applications with which we are familiar have a high degree of regularity and “data parallelism”, but vary in their efficiency for SIMD execution and in their communication and I/O needs. We intend to work with various researchers, including the scientific and numerical applications group and the parallel optimization group, to characterize parallel applications along these dimensions.

We hypothesize that the model(s) that will ultimately be successful will characterize both the algorithm and its resource demands, and thus will include ideas from initial performance models (e.g., [EaZL89, VeJS88]) as well as from evolving models of parallel computation (see section F.8.2). We intend to use the iPSC/X and MasPar to test the validity of such conceptual models for predicting performance and to measure parameters of real workloads. As part of this work, we plan to compare the performance of SIMD and MIMD algorithms for important classes of large-scale applications, to analyze various interconnection structures for processors, memory, and I/O devices, and to analyze resource allocation policies for large-scale parallel system workloads.


F.8.2. Toward a useful theory of parallel computation (E. Bach, A. Condon, P. Tiwari)

There is a pressing need for a theory of parallel algorithms that enables one to design and implement useful algorithms on real parallel machines. Indeed, the theory community is now in the curious situation of having identified a class of parallel algorithms (NC algorithms) that are, in many cases, inferior to ordinary sequential algorithms on existing parallel machines. We propose to address this problem.

The reason for this problem seems to be the following. For sequential algorithms, it has long been agreed that a rough (big-O style) time analysis suffices to identify promising algorithms from among the many contenders. In coming to this agreement, though, researchers could rely on many years of experience in computer design, algorithm development, and implementation, all of which helped to build a finely-honed intuition about efficient sequential computation. In contrast, no such consensus exists for parallel algorithms. Furthermore, we do not yet have this experience, particularly in implementation, to draw on in the parallel world, and there is no reason to expect that present-day models of parallelism should be complete. (It is well to remember that the original "sequential" model of computation was the Turing machine.)

We propose to evaluate and improve recently proposed models of parallel computation, e.g. the asynchronous-PRAM of Gibbons [Gibb89] and the BPRAM of Aggarwal, Chandra, and Snir [ACS89]. We will complement this with a detailed study of parallel algorithms for combinatorial and algebraic problems. In the process, we will implement algorithms for several problems on both the MasPar and the IPSC/X. We expect that the invaluable experience gained in this process will help us identify better models for studying parallel algorithms on parallel machines.

As a preliminary step in our program, we taught an advanced graduate class where we and students implemented a variety of algorithms on the department's 20-processor Sequent. Although this architecture represents just one approach to parallel computation, one can make the following general comments:

1. For many combinatorial problems (e.g. finding maximal independent sets), finding an implementation that beats a sequential solution is a challenging task. For others, it does not yet seem possible.

2. Even for a relatively small number of processors (10-20), communication and synchronization costs may far outweigh the "real" computation done by an algorithm. After the
algorithms were implemented, studies by T. Tsuei [Tsue90] confirmed that the limiting factor in many implementations was contention for a common processor-memory communication channel, not processor speed.

3. If one tries to use "off the shelf" PRAM algorithms of the type surveyed by Karp and Ramachandran [Karp88], the number of processors that can be fruitfully used is very small, e.g., on the order of a half-dozen.

It is possible, of course, that such algorithm misbehavior is peculiar to bus-based computers such as the Sequent, and newer architectures may allow processors to be better utilized. For this reason, we plan to implement existing parallel algorithms on the iPSC/X and MasPar. Among the target algorithms for implementation, we consider four to be particularly interesting: (1) A parallel version of a new GCD algorithm that (in serial mode) runs up to twice as fast as the conventional "binary" method [Sor90]. (2) The parallelizable algorithm by Ben-Or and Tiwari [Ben89] for approximating roots of a polynomial. (3) Parallel algorithms for basic operations on graphs, such as the construction of a breadth-first search tree, a depth-first search tree, or an ear-decomposition. (4) Algorithms to construct or detect a perfect matching in a graph; one possibility here is to use algorithms based on reducing matching to matrix calculations [MVV87].

We foresee two possible outcomes of this research. Ideally, we would identify a small set of architecture-independent "critical resources" that function much as time does in the study of sequential algorithms, allowing one to rank alternative proposed algorithms according to their practicality. However, it is also within the realm of possibility that no such set exists. Then, the task would be to build not one, but several, theories of parallel computation, each suited to designing good algorithms for a particular class of machines.


H. SUMMARY OF PREVIOUS ACCOMPLISHMENTS

In this section we very briefly describe the main results that were obtained using either the 20-processor Sequent S-81 multiprocessor or the 32-processor Intel iPSC/2 hypercube acquired with funds from the Topaz grant. In addition to these two machines, funds from the Topaz grant helped purchase workstations for faculty members and graduate students in the department. To take advantage of the total computing power that such a collection of machines provides, we developed a batch scheduling facility known as Condor. This facility has been widely used and has made it possible to obtain a large number of results that could not have been obtained otherwise. Due to space considerations, however, these results are not included in the following sections.

H.1. The Gamma Multiprocessor Database Machine (D. J. DeWitt)

The focus of the Gamma project [DeWi90] has been the design and evaluation of high performance parallel database systems. Gamma employs three key technical ideas that facilitate scaling the system to very large configurations. First, all relations are declustered across multiple disk drives, enabling relations to be scanned in parallel. Second, novel parallel algorithms based on hashing are used to implement the complex relational operators such as join and aggregate functions. Third, dataflow scheduling techniques are used to coordinate multi-operator queries.

The Gamma prototype on the iPSC/2 has been used for a variety of projects. [Schn89] examined the performance of four different parallel join algorithms. A study of several different strategies for processing complex relational queries in a parallel database system can be found in [Schn90]. A multiuser performance evaluation of Gamma’s three alternative declustering strategies [Ghan90a] indicated that no single strategy was always superior and lead to the development of a new-declustering strategy which is described and evaluated in [Ghan90b]. Finally, we have designed a new high-availability strategy, termed chained declustering [Hsia90], to ensure the availability of all data in the event of processor and/or disk failures.

H.2. Parallel, Real Time Vision (C. Dyer)

Given a dense temporal sequence of images of a known three-dimensional object which is moving arbitrarily, we designed several new real-time, parallel algorithms for object tracking [Verg90a, Verg90b]. The first used a model driven, hypothesize-and-test approach, with 3D-to-2D prediction and matching. The second used a 2D-to-3D matching method which dynamically tracked the motion of 2D edge contours from frame to frame. Both algorithms were implemented as coordinated parallel procedures on two connected multiprocessors, the Sequent S-81
and an 8-stage Aspex Pipe image processing computer, which are connected to one another through a Multibus interface. The Pipe has an attached CCD camera which digitizes 60 frames per second. We implemented the low-level image processing parts of the algorithms (e.g., edge detection) on the Pipe and the high-level 3D model storage and analysis parts on the Sequent. Pipelining was used on both machines to efficiently solve both partitioning of work into sub-tasks as well as applying these operations repeatedly over time on successive images so as to produce a continuous stream of results at the input frame rate.

We have also developed several new parallel algorithms for stereo vision that are based on the integration of multiple constraints, and are defined in terms of a connectionist model of computation [Stew88a, Stew88b, Stew90]. The results for both natural and synthetic images showed nearly linear speedups for a wide range of conditions and parameters.


In order to assess the effectiveness of genetic algorithms for problems in combinatorial optimization, we implemented a parallel genetic algorithm for the assembly line balancing problem on the iPSC/2 hypercube using a local neighborhood scheme for mating [And90]. Not only does this parallel version obtain close to linear speed-up over the serial version, but the method also significantly outperforms the standard version in terms of the quality of solutions produced. The results demonstrate that parallel schemes of this sort are extremely effective at producing approximately optimal solutions with little knowledge of the problem domain, and therefore would be an invaluable tool for use by optimization consultants.


The goal of the Condor system is to make it possible for users whose computational needs are not satisfied by a single workstation to take advantage of the large number of unused CPU cycles that are available in a pool of workstations such as ours [Mutk87]. Condor, by monitoring the load average, keyboard, and mouse activity on all of the machines in its "worker pool," automatically detects idle workstations. Once an idle machine has been located, one of the jobs awaiting execution in Condor's "batch" queue is selected and initiated. Even though a Condor program executes on a remote workstation, all system calls are routed back to the submitting workstation. Thus, a Condor program sees the same execution environment as if it had been run on the submitting machine. Transparent mechanisms are provided for checkpointing and migrating a job as necessary. This allows Condor to remove a job from a workstation when its regular user returns, and gives Condor users assurance that their jobs will make progress and eventually complete. No modification of the user's program is necessary; it only needs to be linked with a
special Condor library.

Within the Department, Condor's worker pool consists of more than 200 heterogeneous workstations. In the last year, it has provided more than 6,000 days of CPU time to more than 150,000 jobs [Litz90]. At least ten researchers have each accumulated more than 200 days of CPU time during this period. Condor is available to the Internet Unix community via anonymous FTP and, to date, over two hundred sites have fetched the software.

H.5. Parallel Optimization Algorithms (O. L. Mangasarian)

Our principal aim has been to develop computationally efficient and mathematically sound parallel algorithms for the solution of a variety of optimization problems. In [Mang88], a gradient projection successive overrelaxation (GP-SOR) was proposed and tested for the solution of symmetric linear complementarity problems and linear programs. In [DeLe88a], serial and parallel successive overrelaxation (SOR) methods were proposed for the solution of an augmented Lagrangian formulation of the dual of a linear program. A parallel implementation on the Sequent yielded speedup efficiencies of over 65% for problem sizes of up to 10,000 constraints, 40,000 variables and 1,400,000 nonzero matrix elements. Convergence for asynchronous parallel SOR algorithms for the symmetric linear complementarity and the multi-sweep asynchronous parallel SOR algorithm for the nonsymmetric linear complementarity problem were established in [DeLe88b] and [DeLe90b], respectively. Computational tests on the Sequent demonstrated the superiority of the multi-sweep asynchronous SOR algorithm over the single-sweep version on both symmetric and nonsymmetric linear complementarity problems. In [DeLe90b], a new method of parallelizing Lemke's algorithm for solving linear complementarity problems was developed for the 32-node Intel iPSC/2, yielding speedup efficiencies as high as 76%. By combining the effects of concurrency and vectorization, the computing time in some cases was reduced by a factor of 100. In [Seti90], serial and parallel implementations of the interior dual proximal point algorithm for the solution of large linear programs were described and tested on the Sequent S-81, using a preconditioned conjugate gradient (PCG) method. Tests on a set of multicommodity network flow problems showed that the PCG method outperformed direct methods of solution.


Parallel algorithms (using asynchronous variants of the network simplex method and a variety of decomposition tools) were developed for large-scale network optimization problems of various classes, including pure networks, generalized networks, and multicommodity networks. In the case of single-commodity networks, the algorithms that were devised [Clar90]
included several asynchronous variants of the network simplex method. These techniques took advantage of a speculative method that overlapped the typically consecutive pivoting and pricing phases, using parallelization of the pricing operations and a very quick recheck of the results of the pricing phase (which is weakly dependent on the data modified in the pivoting phase) prior to the next execution of the pivot. These asynchronous algorithms were implemented on the Sequent S-81 and efficiently solved (with good speedups) problems with more than 1,000,000 arcs. For multicommodity problems, a structured interior point method [Schu90] was developed. This method takes advantage of problem structure in several ways, including the construction of parallel network subproblems and the use of a multidimensional coordination phase. Solution times for the so-called Patient Distribution System test problems, now in common use for testing purposes, were at least an order of magnitude better than competing algorithms for this problem class.

H.7. Parallel Program Development (B. Miller)

Our debugging work has been based on a technique is called flowback analysis [Mill88b, Mill90a]. When flowback analysis is applied to parallel programs, it avoids the need to set breakpoints and re-execute the program [Mill88a]. Our research has been addressing the compile-time semantic analyses for flowback analysis debugging, execution-time trace generation, and debug-time resolution of dynamic dependences. We have designed and implemented a research prototype of our ideas for a subset of the C programming language (everything except pointers) on the Sequent. The prototype uses an interactive graphical interface that allows the programmer to select and follow dynamic execution dependences. We also reduce the cost of execution-time tracing by incrementally generating detailed traces as the user makes queries at debug-time [Choi90]. This project also includes support for automatically detecting data races in a parallel program's execution [Netz90].

A second aspect of our research has been the development of measurement and analysis tools for parallel programs running on both loosely- and tightly-coupled multiprocessors [Mill87, Yang89, Mill88c, Mill90b]. These tools not only provide detailed statistics, but also provide information to directly guide the programmer to the cause of performance problems. Critical Path Analysis [Yang88] is one such technique. A second technique is based on identifying phases in a program's execution, and then using this information to focus the programmer's attention on more detailed performance problems.
H.8. Searching Game Trees in Parallel (M. Solomon)

Game playing programs require a great deal of computation and would thus appear to be an ideal candidate for parallel implementation. In fact, current champion chess-playing programs generate alternative moves and evaluate board positions using parallel algorithms, but the central part of game planning—game-tree search—has thus far proved resistant to efficient parallel implementation. In order to achieve high efficiency, a parallel algorithm must perform speculative work—work that is performed before it is proved necessary. We have designed and implemented a new algorithm for the Sequent, \( \mathcal{ER} \), that appears better suited to parallel implementation [Ste90]. For comparison, we also implemented one of the best previously described algorithms, "pv-splitting." For our experiments, we measured the performance of both algorithms on both synthetically-generated random game trees and on trees generated by a program that plays Othello. For sufficiently deep trees (7 to 11 plies), \( \mathcal{ER} \) achieves more than twice the efficiency and, therefore, twice the speedup of the pv-splitting algorithm with 27 processors (based on experiments where we used a large machine that Sequent made available to us).

H.9. Parallel Program Speedup Analysis (M. K. Vernon)

We used the Sequent S-81 to investigate the use of analytical performance models to predict and diagnose parallel program speedups [TsVe90] by developing an efficient hierarchical model to predict speedup degradation due to three factors: 1) available parallelism and fork/join overhead, 2) lock contention, and 3) contention for hardware resources (i.e., the system bus and memories). The model is efficient because it can be solved in a strictly top-down manner with no need to iterate between the three levels, and because each level’s submodel is efficient.

We showed that the overall speedup predicted by the model is quite accurate for several alternative parallelizations of the Gaussian elimination algorithm for solving simultaneous equations, and also for a program that implements Tarjan and Vishkin’s algorithm for computing the biconnected components of an undirected graph [Tavi85]. In each case, the overall predicted speedups are within 10% of the measured speedups (and often much closer) [Tsue90].

The hardware contention model parameters are obtained using non-obtrusive hardware probes in the form of a Northwest Instruments 2000 logic analyzer. This monitoring system provided a prototype for a monitoring system with more storage capacity that we are currently developing for the Symmetry S-81 [VeHi90].
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