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Abstract

In recent years, many probabilistic algorithms (i.e., algorithms that can toss coins) that run in polynomial time have been discovered for problems with no known deterministic polynomial time algorithms. Perhaps the most famous example is the problem of testing large (say, 100 digit) numbers for primality. Even for problems which are known to have deterministic polynomial time algorithms, these algorithms are often not as fast as some probabilistic algorithms for the same problem.

Even though probabilistic algorithms are useful in practice, we would like to know, for both theoretical and practical reasons, if randomization is really necessary to obtain the most efficient algorithms for certain problems. That is, we would like to know for which problems there is an inherent gap between the deterministic and probabilistic complexities of these problems.

In this research, we consider two problems of a number theoretic nature: factoring polynomials over finite fields and constructing irreducible polynomials of specified degree over finite fields. We present new results that narrow the gap between the known deterministic and probabilistic complexities of these problems. One of our results is a deterministic polynomial time reduction from the latter problem to the former, giving rise to a deterministic algorithm for constructing irreducible polynomials that runs in polynomial time for fields of small characteristic. Another of our results is a new deterministic factoring algorithm whose worst-case running time is asymptotically faster than that of previously known deterministic algorithms for this problem. We also analyze the average-case running time of our algorithm (averaging over inputs), proving that it is just about as fast as the expected running time (averaging over coin tosses) of some of the fastest probabilistic algorithms. In particular, the average-case running time of our algorithm is polynomial.
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Chapter 1

Introduction

The results in this thesis address the issue of the role of randomness in computation. There are many problems for which the best known deterministic algorithms are significantly slower than probabilistic algorithms for these problems; in some cases, this can mean the difference between an exponential time algorithm and a polynomial time algorithm. The question then arises: is randomness necessary in efficient algorithms for these problems? Instead of approaching this question from an abstract, complexity theoretic point of view, we approach it from a fairly concrete point of view: we study specific problems, examining the extent to which randomness can be avoided in efficient algorithms for their solution.

We study two computational problems of an algebraic nature and present results that narrow the gap between the known probabilistic and deterministic complexities of these problems. The problems studied are two fundamental problems in the theory of finite fields:

(1) factoring polynomials over a finite field, and

(2) constructing an irreducible polynomial of given degree over a finite field.

For the first problem, which is considered in Chapter 2, we present a new deterministic algorithm that is asymptotically faster than previously known deterministic algorithms for this problem. We also analyze the average-case complexity of our algorithm (assuming the polynomial to be factored is chosen at random from a uniform distribution) and prove that the average-case running time is polynomial. The average-case behavior of deterministic algorithms for this problem has not previously been studied.
For the second problem, considered in Chapter 3, we give the first deterministic algorithm for this problem that runs in polynomial time for finite fields of small characteristic. In fact, we prove the stronger result that the second problem can be reduced to the first problem deterministically in polynomial time, exhibiting a new connection between these two problems. We also show that for fields of small characteristic, this problem has a fast parallel algorithm (i.e., it is in the complexity class \( NC \)).

1.1 Probabilistic vs. Deterministic Algorithms

A probabilistic algorithm is simply an algorithm that is allowed to use random numbers. For such an algorithm, on a given input both the output and running time of the algorithm are random variables. For all probabilistic algorithms considered in this thesis, the output is guaranteed to be correct on all inputs. Furthermore, when we state the running time of a probabilistic algorithm, we are really stating the expected value of its running time.

Before proceeding any further, it is appropriate to address the question of why the deterministic complexity of factoring polynomials and finding irreducible polynomials should be studied at all, given that there are perfectly good probabilistic algorithms for their solution. Even though these probabilistic algorithms are quite adequate in practice, there are still compelling theoretical reasons to try to narrow the gap between the deterministic and probabilistic complexities of these problems.

First, it is an unresolved question as to whether the probabilistic model of computation is in fact more powerful than the traditional, deterministic model of computation. A line of research that examines this question as applied to specific problems seems bound to be more fruitful than a more general, abstract complexity-theoretic approach.

Second, the theory underlying probabilistic algorithms is adequate only to explain the behavior of a very idealized type of algorithm, and is not adequate to explain the behavior of probabilistic algorithms as they are implemented in practice. In theory, a probabilistic algorithm requires a source of independent random numbers; that is, the analysis of the algorithm assumes such a source. In practice, such a source is not available, and a deterministically computed
sequence of "pseudorandom" numbers is used in actual implementations of the algorithm. In spite of this, these deterministic implementations exhibit behavior similar to that which would be expected had a source of independent random numbers been used.

Third, even assuming a source of independent random numbers is available, a probabilistic algorithm suffers from a lack of a guaranteed running time bound (we may be only able to bound its expected running time).

1.2 Background and Notation

A certain amount of knowledge of algebra and computation theory is presumed on the part of the reader. From algebra, the reader should be familiar with the definitions and basic properties of groups, rings, and fields (see, e.g., [41]). A knowledge of basic field theory—field extensions, norms and traces, Galois theory, finite fields—will be most helpful. For a comprehensive treatment of the theory of finite fields, see the book by Lidl and Niederreiter [30]. From the theory of computation, the reader should be familiar with the notions of computational complexity and polynomial time algorithms (see, e.g., [2]).

Although this thesis does not attempt to be self-contained, in the remainder of this section we collect in one place some basic facts from algebra and computation theory that are extensively used throughout this thesis, but that may not be familiar to the reader. But first, some notation. The expression \( \log x \) denotes the logarithm to the base 2 of \( x \), and \( \ln x \) denotes the natural logarithm of \( x \). Throughout this thesis, an expression of the form \( x^c \) denotes a fixed but unspecified polynomial in \( \log x \). This is somewhat nonstandard terminology, and if the reader prefers, he/she can interpret \( x^c \) in the more traditional way as \( x^{o(1)} \) without harm.

Algebraic Background

We shall now give a brief synopsis of some of the basic algebraic facts we will need. For proofs of the facts stated below, see [30].

Let \( R \) be a commutative ring with unity. Then \( R^* \) denotes the multiplicative group of units in \( R \), and \( R[X] \) denotes the ring of polynomials in one variable with coefficients in \( R \).
Field Extensions

Let $F$ be a field (finite or infinite). Then a polynomial in $F[X]$ is called irreducible if it cannot be written as the product of two polynomials of lower degree.

Suppose that $F$ is a subfield of a larger field $K$. Then $K$ is called a field extension of $F$. The degree of $K$ over $F$, written $[K : F]$, is the dimension of $K$ as a vector space over $F$. If $E$ is a subfield of $K$ that itself contains $F$ as a subfield, then $E$ is called an intermediate field between $F$ and $K$, and we will sometimes call $K \supset E \supset F$ a tower of fields.

Lemma 1.1. Let $K \supset E \supset F$ be a tower of fields. Then we have

$$[K : F] = [K : E][E : F].$$

Now let $K$ be a field extension of $F$, and let $\alpha \in K$. Then $F(\alpha)$ denotes the smallest subfield of $K$ that contains all of the elements in $F$ along with the element $\alpha$. More generally, for $\alpha_1, \ldots, \alpha_m \in K$, $F(\alpha_1, \ldots, \alpha_m)$ denotes the smallest subfield of $K$ that contains $F$ and $\alpha_1, \ldots, \alpha_m$. The degree of $\alpha$ over $F$ is defined to be $[F(\alpha) : F]$. In particular, $\alpha \in F$ if and only if the degree of $\alpha$ over $F$ is 1. The element $\alpha$ is called algebraic over $F$ if it is a zero of some polynomial over $F$.

Lemma 1.2. Let $K$ be a field extension of $F$ with $\alpha \in K$ algebraic over $F$.

1. $F(\alpha) \cong F[X]/(f)$, where $f$ is a uniquely determined monic irreducible polynomial in $F[X]$ with a zero at $\alpha$.

2. $f$ is the monic polynomial of least degree with a zero at $\alpha$; moreover, $\alpha$ is a zero of a polynomial $g \in F[X]$ if and only if $g$ is divisible by $f$.

3. If $f$ has degree $n$, then $1, \alpha, \ldots, \alpha^{n-1}$ is a basis of $F(\alpha)$ over $F$. We have $[F(\alpha) : F] = n$ and each element of $F(\alpha)$ can be uniquely expressed as $a_0 + a_1\alpha + \cdots + a_{n-1}\alpha^{n-1}$, where $a_i \in F$.

The polynomial $f$ specified in this lemma is called the minimum polynomial of $\alpha$ over $F$. It plays a crucial role in our work.

In the situation above, we were given an element in an extension field of $F$, and then constructed an irreducible polynomial over $F$ with a zero at $\alpha$. We can turn this situation around. Suppose that we have a field $F$
and a monic irreducible polynomial \( f \) over \( F \). Then we can construct the field \( K = F[X]/\langle f \rangle \). We can view \( K \) as an extension of \( F \) in a natural way, embedding \( F \) in \( K \) via the map \( a \mapsto a \mod f \), and in so doing we see that \( K = F(\alpha) \) where \( \alpha \) is the image of \( X \mod f \) in \( K \). Also note that \( \alpha \) is a root of \( f \).

We will make some use of the language of Galois theory. Again, let \( K \) be a field extension over \( F \). An automorphism \( \sigma \) on \( K \) (i.e., an isomorphism from \( K \) onto itself) is said to fix \( F \) if \( a^\sigma = a \) for all \( a \in F \) (we use superscript notation for application of automorphisms). It is easy to verify that the collection of automorphisms on \( K \) that fix \( F \) is a group with the group operation being function composition. This group is called the Galois group of \( K \) over \( F \).

**Finite Fields**

A finite field \( F \) is simply a field with a finite number of elements. One can show that \( F \) contains \( \mathbb{Z}_p \), the ring of integers modulo a prime \( p \), as a subfield. In this situation, the prime \( p \) is uniquely determined by \( F \) and is called the characteristic of \( F \).

**Lemma 1.3.** Let \( F \) be a finite field of characteristic \( p \).

1. \( F \) contains \( p^n \) elements, where \( n = [F : \mathbb{Z}_p] \).
2. The multiplicative group of units \( F^* \) is cyclic and contains \( p^n - 1 \) elements.
3. Any other finite field with \( p^n \) elements is isomorphic to \( F \).

One can also show that for every prime \( p \) and every positive integer \( n \) there is a finite field with \( p^n \) elements. By the previous lemma, this field is unique up to isomorphism, and we denote it by \( \mathbb{F}_{p^n} \). The finite field \( \mathbb{F}_{p^n} \) can be represented concretely as \( \mathbb{F}_p[X]/\langle f \rangle \) where \( f \) is any irreducible polynomial of degree \( n \) over \( \mathbb{F}_p \). For fixed \( p \), it is convenient to think of all of the fields \( \mathbb{F}_{p^n} \) as lying in a single large field.

Now consider an arbitrary finite field \( \mathbb{F}_q \), and let \( m \) be a positive integer. One can show that \( \mathbb{F}_{q^m} \) contains \( \mathbb{F}_q \) as a subfield. Let \( \sigma \) be the map on \( \mathbb{F}_{q^m} \) given by \( \alpha \mapsto \alpha^q \). \( \sigma \) is called the Frobenius map. The elements \( \alpha, \alpha^q, \ldots, \alpha^{q^m - 1} \) are called the conjugates of \( \alpha \) (they may not be distinct).
Let $T$ be the map on $\mathbb{F}_{q^m}$ given by $\alpha \mapsto \alpha + \alpha^\sigma + \cdots + \alpha^{\sigma^{m-1}}$. $T$ is called the trace from $\mathbb{F}_{q^m}$ down to $\mathbb{F}_q$.

**Lemma 1.4.** Assume the notation of the previous paragraph. Let $\alpha, \beta \in \mathbb{F}_{q^m}$.

1. $[\mathbb{F}_{q^m} : \mathbb{F}_q] = m$. The intermediate fields between $\mathbb{F}_q$ and $\mathbb{F}_{q^m}$ are precisely $\mathbb{F}_{q^d}$ for $d$ dividing $m$.

2. $\sigma$ is an automorphism on $\mathbb{F}_{q^m}$ that fixes $\mathbb{F}_q$; moreover, the Galois group of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$ is cyclic of order $m$ with generator $\sigma$.

3. $\alpha \in \mathbb{F}_q$ if and only if $\alpha^\sigma = \alpha$; moreover, the degree $d$ of $\alpha$ over $\mathbb{F}_q$ is the least $d$ such that $\alpha^{\sigma^d} = \alpha$, and the minimum polynomial of $\alpha$ over $\mathbb{F}_q$ is $(X - \alpha)(X - \alpha^\sigma) \cdots (X - \alpha^{\sigma^{d-1}})$.

4. $T$ is an $\mathbb{F}_q$-linear map from $\mathbb{F}_{q^m}$ onto $\mathbb{F}_q$.

5. $[\mathbb{F}_q(\alpha, \beta) : \mathbb{F}_q] = \text{lcm}([\mathbb{F}_q(\alpha) : \mathbb{F}_q], [\mathbb{F}_q(\beta) : \mathbb{F}_q])$.

6. The polynomial $X^{q^m} - X \in \mathbb{F}_q[X]$ is equal to the product of all the monic irreducible polynomials over $\mathbb{F}_q$ whose degree divides $m$.

We will make use of the Chinese Remainder Theorem for polynomials, which we can formulate as follows.

**Lemma 1.5. (Chinese Remainder Theorem)** Let $f_1, \ldots, f_r$ be distinct monic irreducible polynomials over $\mathbb{F}_q$, and let $g_1, \ldots, g_r$ be arbitrary polynomials over $\mathbb{F}_q$. Then the system of congruences $h \equiv g_i \pmod{f_i}$, $i = 1, \ldots, r$ has a unique solution $h$ modulo $f_1 \cdots f_r$. Moreover,

$$\mathbb{F}_q[X]/(f_1 \cdots f_r) \cong \mathbb{F}_q[X]/(f_1) \oplus \cdots \oplus \mathbb{F}_q[X]/(f_r),$$

where $g \mod f_1 \cdots f_r \mapsto (g \mod f_1, \ldots, g \mod f_r)$ establishes the isomorphism.

**Residues and Characters**

Let $\mathbb{F}_q$ be a finite field. Let $d$ divide $q - 1$, the order of the group $\mathbb{F}_q^*$. Then $\alpha \in \mathbb{F}_q^*$ is called a $d$-th residue if there exists $\beta \in \mathbb{F}_q^*$ such that $\beta^d = \alpha$,
and is called a $d$-th **nonresidue** otherwise. Of particular interest is the case where $q$ is odd and $d = 2$, in which case we speak of quadratic residues and nonresidues.

A multiplicative character on $\mathbb{F}_q^*$ is a map $\chi$ from $\mathbb{F}_q^*$ into the unit circle in the complex plane that satisfies $\chi(\alpha \beta) = \chi(\alpha)\chi(\beta)$ for all $\alpha, \beta \in \mathbb{F}_q^*$. It is easy to verify that $\chi(\alpha)$ is a $(q - 1)$-th root of unity. The **trivial character** $\varepsilon$ is defined by the relation $\varepsilon(\alpha) = 1$ for all $\alpha \in \mathbb{F}_q^*$. We will usually extend the domain of a character to all of $\mathbb{F}_q$. If $\chi \neq \varepsilon$, we do this by defining $\chi(0) = 0$. For $\varepsilon$, we define $\varepsilon(0) = 1$. The characters on $\mathbb{F}_q$ form a group with identity $\varepsilon$ and multiplication of characters defined by $(\chi \cdot \psi)(\alpha) = \chi(\alpha)\psi(\alpha)$ for $\alpha \in \mathbb{F}_q^*$. In fact, the group of characters is cyclic of order $q - 1$. The order $d$ of a character $\chi$ is the least $d$ such that $\chi^d = \varepsilon$. For odd $q$, we call the character of order 2 the quadratic character. The quadratic character takes on one of the values $0, \pm 1$.

**Lemma 1.6.** Let $d | q - 1$ and let $\chi$ be a character of order $d$.

1. $\alpha \in \mathbb{F}_q^*$ is a $d$-th nonresidue if and only if $\alpha^{(q-1)/d} \neq 1$ if and only if $\chi(\alpha) \neq 1$.

2. For $\alpha \in \mathbb{F}_q$, the equation $X^d = \alpha$ has $N$ solutions, where $N = \sum_{i=0}^{d-1} \chi^i(\alpha)$.

**Computation Theory Background**

The running time of algorithms discussed in this thesis are often expressed in terms of $\mathbb{F}_p$-operations, by which we mean one of the arithmetic operations $(+, -, \times, \div)$ in the finite field $\mathbb{F}_p$, where $p$ is a prime number. We gather together in one place the relevant facts about the asymptotic complexity of performing polynomial arithmetic.

**Lemma 1.7.** Let $R$ be a commutative ring with unity, and let $F$ be a field. Let $L(n) = \log n \log \log n$.

1. Multiplication of two polynomials in $R[X]$ of degree $\leq n$ can be performed using $O(n L(n))$ operations $(+, -, \times$ only) in $R$.

2. Let $\alpha_1, \ldots, \alpha_n \in R$. Then the coefficients of $(X - \alpha_1) \cdots (X - \alpha_n) \in R[X]$ can be computed using $O(n L(n)(\log n))$ operations $(+, -, \times$ only) in $R$. 7
(3) Let \( f \) and \( g \) be polynomials in \( R[X] \) of degree \( \leq n \) and assume that the leading coefficient of \( g \) is a unit in \( R \). Then \( f \mod g \) can be computed using \( O(nL(n)) \) operations in \( R \).

(4) Let \( f, g_1, \ldots, g_k \) be polynomials in \( R[X] \) such that \( \deg f \leq n \), \( \deg g_1 + \cdots + \deg g_k \leq n \), and the leading coefficients of the \( g_i \)'s are units in \( R \). Then \( f \mod g_1, \ldots, f \mod g_k \) can be computed using \( O(nL(n)(\log n)) \) operations in \( R \).

(5) Let \( f \) be a polynomial in \( R[X] \) of degree \( \leq n \). Then \( f \) can be evaluated at the \( n \) points \( \alpha_1, \ldots, \alpha_n \in R \) using \( O(nL(n)(\log n)) \) operations in \( R \).

(6) Let \( f \) and \( g \) be polynomials in \( F[X] \) of degree \( \leq n \). Then the greatest common divisor \( d \) of \( f \) and \( g \) can be computed using \( O(nL(n)(\log n)) \) operations in \( F \). Moreover, polynomials \( a, b \in F[X] \) of degree \( O(n) \) satisfying \( af + bg = d \) can be computed in the same time bound.

(7) Let \( \alpha \in R \). Then for any integer \( m > 0 \), \( \alpha^m \) can be computed using \( O(\log m) \) multiplications in \( R \).

(1) is proved in Cantor and Kaltofen [14]. We note that the results of Schönhage [37] would actually be sufficient for our purposes. (2) follows from (1) by a divide and conquer method (see [9, p. 100]). (3) follows from (1) by a Newton iteration scheme (see [9, p. 95]). (4) follows from (3) by a divide and conquer method (see [9, p. 100]). (5) follows from (4) by computing \( f \mod (X - \alpha_1), \ldots, f \mod (X - \alpha_n) \). (6) follows from (1) by an algorithm described in [2, pp. 303–308]. (7) is proved using a simple repeated squaring algorithm.
Chapter 2

Factoring Polynomials over Finite Fields

2.1 Introduction

In this chapter, we consider the problem of factoring univariate polynomials over finite fields. This problem arises in many applications, including the construction of error correcting codes [7], the computation of discrete logarithms in finite fields [32], the factorization of multivariate polynomials over finite fields [46], and the factorization of polynomials over the integers [24, pp. 431–434].

Consider the problem of factoring a polynomial of degree $n$ in $\mathbb{F}_p[X]$ where $p$ is prime. There are several deterministic algorithms for this problem whose running time is polynomial for small $p$, more specifically, polynomial in $n$ and $p$. One of the asymptotically fastest deterministic algorithms is based on a method of Berlekamp [8] as refined by von zur Gathen [45]. The Berlekamp–von zur Gathen algorithm requires $O(M(n) + pm^{2+\epsilon}) \mathbb{F}_p$-operations, where $M(n)$ is the number of $\mathbb{F}_p$-operations required to multiply two $n$ by $n$ matrices. Currently, the best known upper-bound on $M(n)$ is approximately $O(n^{2.4})$ [17].

There are also many probabilistic algorithms for this problem whose expected running time is polynomial, i.e. polynomial in $n$ and $\log p$. One of the asymptotically fastest probabilistic algorithms is due to Ben-Or [6], which uses $O((\log p)n^{2+\epsilon}) \mathbb{F}_p$-operations. The running time of a different proba-
bilinear algorithm due to Cantor and Zassenhaus [15] is also $O((\log p)n^{2+\varepsilon})$ \(\mathbb{F}_p\)-operations. We should also mention that if \(\log p\) is large with respect to \(n\), another probabilistic algorithm of Cantor and Zassenhaus, which uses $O(M(n) + (\log p)n^{1+\varepsilon})$ \(\mathbb{F}_p\)-operations, might be preferable to Ben-Or’s.

This state of affairs suggests that there may be a significant gap between the deterministic and probabilistic complexity of this problem. Indeed, the running time of Ben-Or’s probabilistic algorithm improves upon the running time of the Berlekamp–von zur Gathen deterministic algorithm with respect to both \(p\) and \(n\). With respect to \(p\), this improvement is exponential (\(\log p\) vs. \(p\)), and it gives us an algorithm that runs in polynomial time for large \(p\). With respect to \(n\), this improvement is only polynomial (\(n^{2+\varepsilon}\) vs. \(n^{2.4}\)), but it could be substantial in cases where \(p\) is very small (e.g., \(p = 2\)) and \(n\) is very large.

We will give evidence that this gap is not quite so large. We present a new deterministic algorithm for factoring polynomials of degree \(n\) in \(\mathbb{F}_p[X]\), and prove the following results about its running time (expressed in terms of \(\mathbb{F}_p\)-operations):

1. The worst-case running time is $O((\log p)n^{2+\varepsilon} + p^{1/2}(\log p)^2n^{3/2+\varepsilon})$.

2. The fraction of polynomials of degree \(n\) over \(\mathbb{F}_p\) for which our algorithm fails to halt in time $O((\log p)n^{2+\varepsilon} + (\log p)^2n^{1+\varepsilon})$ is $O((\log n \cdot \log p)^2/p)$.

3. The average-case running time (assuming the input is drawn from a uniform distribution on all monic polynomials of degree \(n\) over \(\mathbb{F}_p\)) is $O((\log p)n^{2+\varepsilon})$.

Result (1) is significant for two reasons. First, if \(p\) is very small (which is in fact the case in applications such as constructing error correcting codes and factoring polynomials over the integers), the dependence on \(n\) in the running time becomes the dominant factor. The Berlekamp–von zur Gathen algorithm requires the triangularization of an \(n\) by \(n\) matrix, leading to the $M(n)$ term in the running time. Ben-Or’s algorithm avoids the need to do this linear algebra by using randomization. Our algorithm also avoids the need to do any linear algebra, but without resorting to randomization.

Second, if \(p\) is very large, the dependence on \(p\) in the running time becomes the dominant factor. The Berlekamp–von zur Gathen algorithm requires a deterministic search through potentially all of \(\mathbb{F}_p\). Ben-Or’s algorithm
replaces this brute-force search with a fast random search. Our algorithm performs a deterministic search, but we prove that the length of this search is bounded by $p^{1/2}(\log p)$. The dependence on $p$ in our algorithm, though exponentially worse than that of Ben-Or’s, is still significantly better than that of the Berlekamp–von zur Gathen algorithm.

Result (2) shows that our algorithm runs in polynomial time for all but at most an exponentially small fraction of polynomials of degree $n$ over $\mathbb{F}_p$. One could conjecture that our algorithm in fact runs in polynomial time for all inputs, but proving this appears to be very hard; our result at least gives some quantitative evidence in support of such a conjecture.

Result (3) appears to be the first analysis of the average-case complexity of an algorithm for factoring polynomials over finite fields. Not only does it show that the problem of factoring polynomials has a polynomial time average-case complexity, but it also shows that the expected running time of Ben-Or’s probabilistic algorithm (averaging over coin tosses) and the expected running time of our deterministic algorithm (averaging over inputs) are roughly the same (to within a factor of $\log n)^{O(1)}$).

Our algorithm is fairly simple, and the space requirement of our algorithm is approximately that needed for $O(n^{2+\epsilon})$ field elements. The analysis of the dependence on $n$ in the running time of our algorithm relies on a new application of fast algorithms for multiplying polynomials over a ring. The worst-case and average-case analysis of the dependence on $p$ in the running time of our algorithm makes use of estimates of the number of solutions to equations over finite fields; similar techniques have been previously used in the analysis of various probabilistic algorithms [4, 5, 6].

We also mention another deterministic factoring algorithm (conveyed to the author by Lenstra [29]) that uses a “baby-step giant-step” method to obtain a $p^{1/2} \cdot (n \log p)^{O(1)}$ running time bound; however, the algorithm requires time and space $p^{1/2} \cdot (n \log p)^{O(1)}$ even in the best case. Since this algorithm is apparently not accessible in the literature, we briefly describe it in the next section.

The rest of this chapter is organized as follows. In Section 2.2, we give a brief overview of some well-known (and some not so well-known) factoring methods. In Section 2.3, we describe our new factoring algorithm, and analyze its worst-case running time. In Section 2.4, we analyze the average-case complexity of our new factoring algorithm. Finally, in Section 2.5, we close with some open questions.
2.2 A Brief Overview of Factoring Methods

In this section, we briefly review some of the key ideas found in algorithms for factoring polynomials over $\mathbb{F}_p$. For more complete surveys of this area, see [30, Chapter 4] and also [28]. The notation and terminology introduced in this section will be used in the remaining sections of this chapter.

Let $f \in \mathbb{F}_p[X]$ be a monic polynomial of degree $n$ that we wish to factor. As a first step in factoring $f$, many algorithms perform what is called “distinct degree factorization” [13, 15]. That is, we construct polynomials $f^{(1)}, \ldots, f^{(n)}$ where $f^{(d)}$ ($1 \leq d \leq n$) is the product of all the distinct monic irreducible polynomials of degree $d$ that divide $f$. Using algorithms described in [13] and [15], distinct degree factorization can be performed using $O((\log p)n^{2+c})$ $\mathbb{F}_p$-operations. These algorithms make use of the fact that $X^{p^d} - X$ is the product of all monic irreducible polynomials whose degree divides $d$. One computes $h = X^{p^d} - X \mod f$, and then $f^{(1)} = \gcd(f, h)$. After removing all linear factors from $f$ (by repeatedly dividing $f$ by $\gcd(f, h)$ as necessary), we compute $h = X^{p^2} - X \mod f$, and then $f^{(2)} = \gcd(f, h)$. We can proceed in this fashion to obtain $f^{(3)}, \ldots, f^{(n)}$. For any $d, 1 \leq d \leq n$, this procedure not only gives us $f^{(d)}$, but it also gives us the number of irreducible factors of $f^{(d)}$ (which is just $\deg f^{(d)}/d$).

It is possible that each $f^{(d)}$ is itself irreducible, in which case we are done; however, in the general case, some $f^{(d)}$ will require further factorization.

Let $1 \leq d \leq n$ be fixed and let $g = f^{(d)}$. We want to factor $g$. Suppose $g = g_1 \cdots g_k$, where the $g_i$'s are distinct monic irreducible polynomials of degree $d$. We can assume that $k > 1$. Let $m = \deg g = kd$. Also, let $R = \mathbb{F}_p[X]/(g)$ and $x = X \mod g \in R$. Finally, let $\theta_i$ be the natural homomorphism from the $\mathbb{F}_p$-algebra $R$ onto the extension field $\mathbb{F}_p[X]/(g_i)$ of $\mathbb{F}_p$. By the Chinese Remainder Theorem, the map which takes $\alpha \in R$ to $(\theta_1(\alpha), \ldots, \theta_k(\alpha))$ is an isomorphism of the $\mathbb{F}_p$-algebras $R$ and $\mathbb{F}_p[X]/(g_1) \oplus \cdots \oplus \mathbb{F}_p[X]/(g_k)$.

Following Camion [13], the Berlekamp subalgebra $B$ of $R$ is defined by $B = \{ \alpha \in R : \theta_i(\alpha) \in \mathbb{F}_p \text{ for each } i = 1, \ldots, k \}$. Note that the Chinese Remainder Theorem gives an isomorphism between $B$ and $\mathbb{F}_p \oplus \cdots \oplus \mathbb{F}_p$. Also following Camion, we call a subset $S \subseteq B$ a separating set if for any $1 \leq i < j \leq k$ there exists $s \in S$ such that $\theta_i(s) \neq \theta_j(s)$.

All of the efficient deterministic algorithms for factoring over $\mathbb{F}_p$ involve the computation of a small separating set. The reason we want a separating
set is the following. To obtain a complete factorization of $g$, for each pair $1 \leq i < j \leq k$, it is sufficient to find a factor of $g$ that "separates" $g_i$ and $g_j$—i.e., is divisible by exactly one of $g_i$ or $g_j$. To do this, it suffices to find $\alpha \in \mathbb{R}$ such that exactly one of $\theta_i(\alpha)$ and $\theta_j(\alpha)$ is zero. For such an $\alpha$, $\gcd(g,\alpha)$ will separate $g_i$ and $g_j$, since $\alpha \equiv 0 \pmod{g_i}$ or $\alpha \equiv 0 \pmod{g_j}$, but not both. Given a separating set $S$, we know that for some $s \in S$, $\theta_i(s) = a$ and $\theta_j(s) = b$, where $a$ and $b$ are distinct elements of $\mathbb{F}_p$. For some $\delta \in \mathbb{F}_p$, which we can find by trying $\delta = 0, 1, 2$, etc., we will have $a + \delta = 0$ or $b + \delta = 0$, but not both. For this choice of $\delta$, $\gcd(g, s + \delta)$ separates $g_i$ and $g_j$, since $\theta_i(s + \delta) = 0$ or $\theta_j(s + \delta) = 0$, but not both. If both $p$ and the size of $S$ are small, then this approach will lead to an efficient deterministic factoring algorithm.

**Constructing a Separating Set**

It should be emphasized that the Chinese Remainder isomorphism is used only in the analysis of factoring algorithms—not in their implementation. Indeed, computing this isomorphism is equivalent to the original factoring problem (up to polynomial time reductions). In particular, the problem of finding a separating set is not just a simple combinatorics problem. In fact, when $p$ is small, the computation of a separating set is the most expensive operation in all known deterministic factoring algorithms.

Berlekamp's method for computing a separating set is based on the observation that $B$ is the kernel of the $\mathbb{F}_p$-linear map on $R$ that takes $\alpha$ to $\alpha^p - \alpha$. Using techniques from linear algebra, we can compute a basis for $B$, which forms a separating set of $k$ elements. The complexity of computing this basis is $O((\log p)m^{1+c} + m^3) \mathbb{F}_p$-operations if classical algorithms of linear algebra are used, and about $O((\log p)m^{1+c} + m^{2.4}) \mathbb{F}_p$-operations if asymptotically fast algorithms for matrix arithmetic are used.

Another approach for computing a separating set is described by Camion [13]. Let $T$ be the $\mathbb{F}_p$-linear map on $R$ that takes $\alpha$ to $\alpha + \alpha^p + \cdots + \alpha^{p^{d-1}}$. Note that for any $i$, $\theta_i(T(\alpha))$ is just the trace from $\mathbb{F}_p[X]/(g_i)$ down to $\mathbb{F}_p$ of $\theta_i(\alpha)$. By viewing $T$ as an $\mathbb{F}_p$-linear map on $\mathbb{F}_p[X]/(g_i,g_j)$, and noting that the residues mod $g_i g_j$ of $1, X, \ldots, X^{2d-1}$ form a basis for this algebra over $\mathbb{F}_p$, one can easily show that $S = \{T(x), T(x^2), \ldots, T(x^{2d-1})\}$ is a separating set.

Making use of the algorithm described in [13], one can compute $S$ with
$O((\log p)dm^{1+\varepsilon} + d^2m^{1+\varepsilon}) \mathbf{F}_p$-operations. Therefore, the worst-case complexity of Camion's algorithm is $O((\log p)m^{2+\varepsilon} + m^{3+\varepsilon})$. Actually, Camion's algorithm successively computes $T(x), T(x^2), \ldots$, until a separating set is obtained. So in some cases we might not have to compute the entire set $S$—we might be able to get by with a smaller set $S_\varepsilon = \{T(x), T(x^2), \ldots, T(x^\varepsilon)\}$, where $\varepsilon \leq 2d - 1$, which can be computed at a cost of only $O((\log p)dm^{1+\varepsilon} + edm^{1+\varepsilon}) \mathbf{F}_p$-operations.

Camion did not prove any lower bounds on how big $\varepsilon$ needs to be in order for $S_\varepsilon$ to be a separating set. The following argument shows that in some cases $\varepsilon$ may have to be $\Omega(d)$. Again, view $T$ as an $\mathbf{F}_p$-linear map on $\mathbf{F}_p[X]/(g_i g_j)$; further, suppose that $g_i = X^d + a_1 X^{d-1} + \cdots + a_d$, $g_j = X^d + b_1 X^{d-1} + \cdots + b_d$, and $\mu$ is the least integer such that $a_\mu \neq b_\mu$. Then it follows from Lemma 2.1 below that $\varepsilon \geq \mu$ is a necessary condition for $S_\varepsilon$ to be a separating set for $g_i$; and furthermore, if $\mu < p$, then this is a sufficient condition for $S_\varepsilon$ to be a separating set for $g_i g_j$. So if $g$ is divisible by a pair of irreducible polynomials $g_i, g_j$, whose high order coefficients agree to $\Omega(d)$ places, then Camion's algorithm will require $\Omega((\log p)dm^{1+\varepsilon} + d^2m^{1+\varepsilon}) \mathbf{F}_p$-operations. Such pairs of irreducible polynomials certainly exist; for example, results in the next chapter imply that such pairs of polynomials exist for all odd primes $p$ and all $d$ which are powers of 2 (see Section 3.2, Step 1, Case 2). Therefore, the worst-case complexity of Camion's algorithm for constructing a separating set is $\Omega((\log p)m^{2+\varepsilon} + m^{3+\varepsilon})$, which is certainly worse than the complexity of Berlekamp's algorithm.

The argument in the previous paragraph made use of the following lemma:

**Lemma 2.1.** If $\gamma$ is an algebraic element over $\mathbf{F}_p$ with minimum polynomial $X^d + c_1 X^{d-1} + \cdots + c_d$, and $T$ is the trace from $\mathbf{F}_p(\gamma)$ down to $\mathbf{F}_p$, then

\[
T(\gamma) + c_1 = 0
\]

\[
T(\gamma^2) + c_1 T(\gamma) + 2c_2 = 0
\]

\[
T(\gamma^3) + c_1 T(\gamma^2) + c_2 T(\gamma) + 3c_3 = 0
\]

\[
\vdots
\]

\[
T(\gamma^d) + c_1 T(\gamma^{d-1}) + \cdots + c_{d-1} T(\gamma) + dc_d = 0
\]

**Proof.** This follows immediately from Newton's formulas for sums of powers of the roots of a polynomial [40, p. 261]. □
In the next section, we will present a deterministic algorithm that constructs a separating set of \(d\) elements that uses only \(O((\log p)dm^{1+\varepsilon})\) \(F_p\)-operations. This is how we reduce the dependence on \(n\) in the deterministic complexity of factoring polynomials over \(F_p\) from \(n^{2.4}\) to \(n^{2+\varepsilon}\).

Using a Separating Set

Once we have a separating set for \(g\), we could use it as described above to factor \(g\). That is, to separate \(g_i\) and \(g_j\), we can choose \(s\) in \(S\) with \(\theta_i(s) = a\) and \(\theta_j(s) = b\), where \(a\) and \(b\) are distinct elements in \(F_p\), and then search for \(\delta \in F_p\) for which \(a + \delta = 0\) or \(b + \delta = 0\). If we just search for an appropriate value of \(\delta\) by examining \(\delta = 0,1,2,\ldots\), this can take time proportional to \(p\), which is quite impractical if \(p\) is very large.

One way to approach this problem, based on an idea originating in [8], is to compute \(\beta = (s + \delta)(p-1)/2\) for various choices of \(\delta\). \(\theta_i(\beta)\) is just \(\chi(a + \delta)\), where \(\chi\) is the quadratic character on \(F_p\); likewise, \(\theta_j(\beta)\) is \(\chi(b + \delta)\). Thus, if \(\chi(a + \delta) \neq \chi(b + \delta)\), then either \(\gcd(g, \beta - 1)\) or \(\gcd(g, \beta)\) separates \(g_i\) and \(g_j\) (since the values of \(\theta_i(\beta)\) and \(\theta_j(\beta)\) are either 0 or \(\pm 1\)). So we must search for \(\delta \in F_p\) such that \(\chi(a + \delta) \neq \chi(b + \delta)\).

One search strategy is to randomize: simply choose successive values of \(\delta \in F_p\) at random. One can easily show that for fixed \(a \neq b\) and randomly chosen \(\delta\), the probability that \(\chi(a + \delta) = \chi(b + \delta)\) is no more than \(1/2\). So with high probability, \(g_i\) and \(g_j\) can be quickly separated. This idea is more fully developed in [6] and [27].

Another search strategy is a simple brute-force deterministic search: examine \(\delta = 0,1,2,\ldots\), until we find a value of \(\delta\) for which \(\chi(a + \delta) \neq \chi(b + \delta)\). In [8], Berlekamp suggested a strategy similar to this, but did not analyze its complexity. We will prove that for some \(\delta\), with \(0 \leq \delta \leq \lfloor p^{1/2} \log p \rfloor\), we have \(\chi(a + \delta) \neq \chi(b + \delta)\). This bound on \(\delta\) is very crude—there are intuitive reasons to believe that \(\chi(a + \delta) \neq \chi(b + \delta)\) for much smaller values of \(\delta\). But as a lower bound on \(\delta\), Camion [12] shows (using an elementary counting argument) that for all \(p\) there exist \(a, b \in F_p\), where \(a \neq b\), such that \(\chi(a + \delta) = \chi(b + \delta)\) for all \(0 \leq \delta \leq \log p - 2\). However, we will show that such "bad pairs" \(a, b\) are actually quite rare, proving that the number of pairs \(a, b \in F_p\) such that \(\chi(a + \delta) = \chi(b + \delta)\) for all \(0 \leq \delta \leq \lfloor \log p \rfloor - 1\) is \(O(p \log p)\). This fact will then be used to show that the average-case complexity of our algorithm is polynomial, assuming that the coefficients of the
input polynomial are chosen at random.

We should also remark that in [8], Berlekamp mentions the result of Burgess [10] that the maximum number of consecutive quadratic residues or nonresidues mod \( p \) is \( O(p^{1/4+\varepsilon}) \); unfortunately, this result by itself has no bearing on the complexity of factoring polynomials. The relevant question is: what is the maximum number of consecutive quadratic residues in the sequence \( \{(a+\delta)(b+\delta)\}_{\delta \geq 0} \)? For fixed \( a \neq b \), later results of Burgess [11] imply that the maximum number of consecutive quadratic residues or nonresidues in this sequence is \( O(p^{1/4+\varepsilon}) \); however, the "constant" implied by the big-"O" depends on \( a \) and \( b \), and an examination of Burgess' proof reveals that this dependence is proportional to \( |a - b| \). Thus, this result also has no immediate bearing on the complexity of factoring polynomials.

**Another \( p^{1/2} \) Factoring Algorithm**

Lenstra [29] describes a completely different method to factor polynomials in time \( p^{1/2} \cdot (n \log p)^{O(1)} \). This algorithm requires time and space \( p^{1/2} \cdot (n \log p)^{O(1)} \) even in the best case. We shall briefly describe this algorithm here. By results in [8], the problem of factoring a polynomial deterministically reduces in time \( (n \log p)^{O(1)} \) to the problem of finding the zeros of a polynomial. Suppose we want to find the zeros of a polynomial \( f \in \mathbb{F}_p[X] \) of degree \( n \). Let \( t = \lceil \sqrt{n} \rceil \). Then it will suffice to calculate the gcd of \( f \) with each of the following polynomials:

\[
z_i(X) = (X - it)(X - (it + 1)) \cdots (X - (it + (t - 1))) \quad (i = 0, \ldots, t - 1).
\]

If a nontrivial gcd is found, we can search in an interval of length \( t \) for zeros of \( f \). The remaining elements \( t^2, \ldots, p - 1 \) can be checked separately.

To calculate the \( z_i \), note that we only need to calculate them mod \( f \), i.e., in the ring \( R = \mathbb{F}_p[X]/(f) \). To do this, we compute the coefficients of the polynomial \( h(Y) \in \mathbb{F}_p[Y] \), where \( h(Y) = Y(Y - 1) \cdots (Y - (t - 1)) \). By Lemma 1.7, this can be done in time \( p^{1/2} \cdot (n \log p)^{O(1)} \). Let \( x = X \mod f \) be the image of \( X \) in \( R \). Then \( z_i(x) = h(x - it) \) for \( i = 0, \ldots, t - 1 \). So to compute all of the \( z_i(x) \)'s, it suffices to evaluate the polynomial \( h(Y) \) at \( t \) points. But this can be done in time \( p^{1/2} \cdot (n \log p)^{O(1)} \) (again by Lemma 1.7). So the entire algorithm takes time \( p^{1/2} \cdot (n \log p)^{O(1)} \).
2.3 A New Factoring Algorithm

In this section, we describe a new algorithm for factoring polynomials over $\mathbb{F}_p$, and analyze its worst-case running time. As in the previous section, let $f \in \mathbb{F}_p[X]$ be a polynomial of degree $n$ that we wish to factor. We first perform distinct degree factorization. Now let $1 \leq d \leq n$ be fixed, and let $g = f^{(d)}$. We want to factor $g = g_1 \cdots g_k$, where the $g_i$'s are distinct monic irreducible polynomials of degree $d$. As in the last section, $m = \deg g = kd$, $R = \mathbb{F}_p[X]/(g)$, $x = X \mod g \in R$, and $\theta_i$ is the natural homomorphism from $R$ onto $\mathbb{F}_p[X]/(g_i)$.

To factor $g$, our algorithm first computes a separating set in the following way. We compute the coefficients of $h(Y) \in R[Y]$ where $h(Y) = (Y - x)(Y - x^p) \cdots (Y - x^{p^{d-1}})$. Suppose $h(Y) = Y^d + s_1 Y^{d-1} + \cdots + s_d$, where $s_i \in R$. We claim that $\{s_1, \ldots, s_d\}$ is a separating set. To see this, first observe that $\theta_i$ extends in a natural way to a homomorphism from $R[Y]$ onto $(\mathbb{F}_p[X]/(g_i))[Y]$ by coefficientwise application of $\theta_i$. Next observe that for each $i = 1, \ldots, k$,

$$\theta_i(h(Y)) = Y^d + \theta_i(s_1)Y^{d-1} + \cdots + \theta_i(s_d) = (Y - \theta_i(x))(Y - \theta_i(x)^p) \cdots (Y - \theta_i(x)^{p^{d-1}})$$

the last equality following from the fact that $\theta_i(x), \ldots, (\theta_i(x))^{p^{d-1}}$ are the roots of $g_i(Y)$ in the field $\mathbb{F}_p[X]/(g_i)$. Our claim now follows immediately from the fact that the $g_i$ are pairwise distinct.

Now that we have a separating set, we can proceed to factor $g$. We construct finer and finer partial factorizations $U \subset \mathbb{F}_p[X]$ consisting of monic polynomials with $\prod_{u \in U} u = g$. Initially, we put $U = \{g\}$. We make use of the operation $\text{Refine}(U, v)$, which, when given a partial factorization $U$ and a polynomial $v \in \mathbb{F}_p[X]$, produces the refinement of $U$ given by $\bigcup_{u \in U} \{\gcd(u, v), u/\gcd(u, v)\}\backslash\{1\}$. We will also make use of the function $\text{Test}(U, v)$, which, when given a partial factorization $U$ and a polynomial $v \in \mathbb{F}_p[X]$, returns $\text{true}$ if $v \mod u \not\in \mathbb{F}_p$ for some $u \in U$, and $\text{false}$ otherwise. Intuitively, $\text{Test}(U, v)$ determines if $v$ is of any value in obtaining further refinements of $U$. To obtain a complete factorization of $g$, we execute the refinement procedure in Figure 2.1.

The correctness of this algorithm follows from the discussion in the previous section, along with the fact the $\{s_1, \ldots, s_d\}$ is a separating set. The
1. \(i \leftarrow 1\)
2. \(\text{while } |U| < k \text{ do}\)
3. \(\delta \leftarrow 0\)
4. \(\text{while } \text{Test}(U, s_i) \text{ do}\)
5. \(U \leftarrow \text{Refine}(U, s_i + \delta)\)
6. \(\text{if } p \neq 2 \text{ then } U \leftarrow \text{Refine}(U, (s_i + \delta)(p-1/2) - 1)\)
7. \(\delta \leftarrow \delta + 1\)
8. \(i \leftarrow i + 1\)

Figure 2.1: Refinement Procedure

order in which the \(s_i\) are utilized in the refinement procedure is immaterial as far as the worst-case analysis is concerned; however, the assumption that \(s_1\) is utilized first is crucial in the average-case analysis. To analyze the worst-case running time of our algorithm, we shall make use of the following two lemmas.

Lemma 2.2. Let \(F_q\) be the finite field with \(q\) elements, let \(\psi\) be a multiplicative character of order \(t\) on \(F_q\), and let \(\lambda\) be a monic polynomial in \(F_q[X]\) that is not a perfect \(t\)-th power. Suppose further that \(\lambda\) has \(r\) distinct roots in its splitting field. Then

\[
\left| \sum_{x \in F_q} \psi(\lambda(x)) \right| \leq (r - 1)q^{1/2}.
\]

For a proof of this lemma, see [30, p. 225] or [36, p. 43].

Lemma 2.3. Let \(p\) be an odd prime, and let \(a, b \in F_p\), such that \(a \neq b\) and let \(\chi\) be the quadratic character on \(F_p\). Then there exists \(\delta\), with \(0 \leq \delta \leq p^{1/2} \log p\), such that \(\chi(a + \delta) \neq \chi(b + \delta)\).

Proof. Let \(t = \lceil (\log p)/2 \rceil\). Let \(N\) be the number of solutions \((x, y_0, \ldots, y_{t-1}) \in F_p^{t+1}\) to the system of equations

\[
(x + a + i)(x + b + i) = y_i^2 \quad (i = 0, \ldots, t - 1).
\]

We will first show that

\[N \leq p + p^{1/2}(2^t(t - 1) + 1). \quad (*)\]
Now, for fixed $c \in \mathbf{F}_p$ the number of $y \in \mathbf{F}_p$ satisfying the equation $y^2 = c$ is precisely $1 + \chi(c)$. Therefore,

$$N = \sum_{x \in \mathbf{F}_p} \prod_{i=0}^{t-1} (1 + \chi((x + a + i)(x + b + i)))$$

$$= \sum_{0 \leq e_0, \ldots, e_{t-1} \leq 1} \sum_{x \in \mathbf{F}_p} \chi\left( \prod_{i=0}^{t-1} (x + a + i)^{e_i} (x + b + i)^{e_i} \right).$$

In this last expression, the term corresponding to $e_0 = \ldots = e_{t-1} = 0$ is $p$.

Now let $e_0, \ldots, e_{t-1}$ be fixed with $l > 0$ of the $e_i$’s are nonzero, and let

$$\lambda(X) = \prod_{i=0}^{t-1} (X + a + i)^{e_i} (X + b + i)^{e_i}.$$ We claim that $\lambda(X)$ is not a perfect square in $\mathbf{F}_p[X]$. Suppose that it were. Then for distinct $i_1, \ldots, i_l$ between 0 and $t - 1$, we would have

$$a + i_1 = b + i_2, \quad a + i_2 = b + i_3, \quad \ldots, \quad a + i_{l-1} = b + i_l, \quad a + i_l = b + i_1.$$ Summing, we have $l a + \sum_{i \nu} i_{\nu} = l b + \sum_{i \nu} i_{\nu}$. But this implies that $l a = l b$, and since $0 < l < p$, we can cancel, obtaining $a = b$, a contradiction. Therefore, $\lambda(X)$ is not a perfect square, and so we can use the previous lemma to obtain

$$N \leq p + p^{1/2} \sum_{i=1}^{t} \binom{i}{l} (2l - 1)$$

$$= p + p^{1/2}(2^l(t - 1) + 1).$$

This proves $(\ast)$.

Now, the number of $x \in \mathbf{F}_p$ such that

$$\chi((x + a + i)(x + b + i)) = 1 \quad (i = 0, \ldots, t - 1) \quad (\text{**})$$

is at most $N/2^t$.

Let $\delta$ be the least nonnegative integer such that $\chi(a + \delta) \neq \chi(b + \delta)$. The worst possible case is when all $x$ satisfying $(\text{**})$ are bunched together near zero. It follows that $\delta \leq N/2^t + t$. By $(\ast)$, we have $\delta \leq p/2^t + p^{1/2}(t - 1 + 2^{-t}) + t$. Since $t = \lceil (\log p) / 2 \rceil$, we have $\delta \leq p^{1/2} + (p^{1/2} \log p) / 2 + (\log p) / 2 + 2$. The right hand side of this inequality is asymptotic to $(p^{1/2} \log p) / 2$, and is less than $p^{1/2} \log p$ for $p > 16$. For $p < 16$, $p^{1/2} \log p > p$, in which case the lemma is trivially true. □

The following theorem bounds the worst-case running time of our algorithm.
Theorem 2.4. Let $f$ be a polynomial of degree $n$ in $\mathbb{F}_p[X]$. Then our algorithm will completely factor $f$ using $O((\log p)n^{2+\epsilon} + p^{1/2}(\log p)^2n^{3/2+\epsilon})$ $\mathbb{F}_p$-operations.

Proof. The distinct degree factorization of $f$ can be performed using $O((\log p)n^{2+\epsilon})$ $\mathbb{F}_p$-operations.

Consider factoring $g = f^{(d)}$ for a fixed $1 \leq d \leq n$. Our algorithm can construct the separating set $S = \{s_1, \ldots, s_d\}$ using $O((\log p)d)$ multiplications in $R$ to compute the powers of $x$, and $O(d^{1+\epsilon})$ additions, multiplications and subtractions in $R$ to compute the coefficients of $h(Y)$. Since each $R$-operation takes $O(m^{1+\epsilon})$ $\mathbb{F}_p$-operations, this gives a total of $O((\log p)dm^{1+\epsilon})$ $\mathbb{F}_p$-operations to compute $S$.

Now, for any partial factorization $U$ and any polynomial $v$ of degree less than $m$, we can compute $\text{Refine}(U, v)$ with $O(m^{1+\epsilon})$ $\mathbb{F}_p$-operations by first computing $v \bmod u$ for each $u \in U$, and then computing $\gcd(u, v \bmod u)$ for each $u \in U$. Similarly, we can compute $\text{Test}(U, v)$ with $O(m^{1+\epsilon})$ $\mathbb{F}_p$-operations. The computation of $(s_i + \delta)^{(p-1)/2}$ takes $O((\log p)m^{1+\epsilon})$ $\mathbb{F}_p$-operations using a fast exponentiation algorithm. Therefore, each execution of the body of the inner loop of the refinement procedure (lines 4–7 in Figure 2.1) takes $O((\log p)m^{1+\epsilon})$ $\mathbb{F}_p$-operations, and each termination test of this loop takes $O(m^{1+\epsilon})$ $\mathbb{F}_p$-operations.

Now consider the $i$-th iteration of the outer loop. For this iteration of the outer loop, the body of the inner loop is executed some number, say $M_i$, times. First observe that the number of $i$ ($1 \leq i \leq d$) for which $M_i > 0$ is at most $k$, since whenever $M_i > 0$, the $i$-th iteration of the outer loop will produce a finer factorization, and this can happen at most $k$ times. By the previous lemma, if $M_i$ is nonzero, it is at most $p^{1/2}(\log p) + 1$ when $p$ is odd. Obviously, this bound holds for $p = 2$ as well, so we can completely factor $g$ using $O((\log p)dm^{1+\epsilon} + p^{1/2}(\log p)^2\min(d, k)m^{1+\epsilon})$ $\mathbb{F}_p$-operations.

Since $\min(d, k) \leq m^{1/2}$, the number of $\mathbb{F}_p$-operations required to factor $g = f^{(d)}$ is $O((\log p)dm^{1+\epsilon} + p^{1/2}(\log p)^2m^{3/2+\epsilon})$. Since this holds for all $1 \leq d \leq n$, the number of $\mathbb{F}_p$-operations required to factor $f$ is $O((\log p)n^{2+\epsilon} + p^{1/2}(\log p)^2n^{3/2+\epsilon})$. □

Example. We will illustrate the workings of our algorithm with an example. Let $p = 1061$ and consider the polynomial

$$f = X^6 + 15X^5 + 48X^4 + 295X^3 + 300X^2 + 267X + 19.$$
We will use our new algorithm to factor \( f \). As it happens, \( f \) factors as \( f = f_1 f_2 f_3 \), where

\[
  f_1 = X^2 + X + 1, \quad f_2 = X^2 + X + 19, \quad f_3 = X^2 + 13X + 1.
\]

The algorithm first performs the distinct degree factorization procedure. This procedure first computes \( \gcd(X^p - X, f) \). Finding this to be 1 (since \( f \) has no linear factors), this procedure then computes \( \gcd(X^{p^2} - X, f) \). Finding this to be \( f \), the procedure terminates, concluding that \( f \) is the product of 3 distinct monic irreducible polynomials each of degree 2.

Let \( R = \mathbb{F}_p[X]/(f) \), and let \( x = X \mod f \in R \). By the Chinese Remainder Theorem, we know that \( R \) is isomorphic to \( \mathbb{F}_{p^2} \oplus \mathbb{F}_{p^2} \oplus \mathbb{F}_{p^2} \). Under this isomorphism, \( x \) corresponds to \( (\alpha, \beta, \gamma) \), where \( \alpha, \beta, \gamma \in \mathbb{F}_{p^2} \) are the roots of the irreducible polynomials \( f_1, f_2, f_3 \), respectively.

The algorithm now computes a separating set. It does this by computing the coefficients of \( h(Y) = (Y - x)(Y - x^p) \in R[Y] \). Upon performing this computation, we find that \( h(Y) = Y^2 + s_1Y + s_2 \), where

\[
  s_1 = 173x^5 + 644x^4 + 1046x^3 + 169x^2 + 759x + 358,
\]

and

\[
  s_2 = 890x^5 + 892x^4 + 999x^3 + 212x^2 + 210x + 104.
\]

Under the isomorphism given by the Chinese Remainder Theorem, \( h(Y) \) corresponds to

\[
  (Y - (\alpha, \beta, \gamma))(Y - (\alpha^p, \beta^p, \gamma^p)) = Y^2 + \frac{(1, 1, 13)}{s_1}Y + \frac{(1, 19, 1)}{s_2}.
\]

The algorithm now proceeds to factor \( f \) given the separating set \( \{s_1, s_2\} \). It initializes \( U \) to \( \{f\} \). The algorithm computes \( \gcd(f, s_1) \). Finding this to be 1, the algorithm then computes \( f' = \gcd(f, s_1^{(p-1)/2} - 1) \). It turns out that \( f' = f_1 f_2 \), and so \( U \) becomes \( \{f', f_3\} \). But now the algorithm realizes that no further use can be made of \( s_1 \), since \( s_1 \mod f' = 1 \in \mathbb{F}_p \), and moves on to \( s_2 \). To see why \( f' = f_1 f_2 \), note that that 13 is a quadratic nonresidue mod 1061, and so \( s_1^{(p-1)/2} - 1 \) corresponds to \( (0, 0, -2) \). Therefore, \( \gcd(f_1, s_1^{(p-1)/2} - 1) = f_1 f_2 \).

The algorithm now computes \( \gcd(f', s_2) \). Finding this to be 1, the algorithm then computes \( \gcd(f', s_2^{(p-1)/2} - 1) \). It turns out that the value of this
gcd is just $f'$. To see why this is the case, note that $19 \equiv 329^2 \pmod{1061}$, and so $s_2^{(p-1)/2}-1$ corresponds to $(0,0,0)$. Therefore, $\gcd(f', s_2^{(p-1)/2}-1) = f'$.

Next, the algorithm considers $s_2 + 1$. After computing $\gcd(f', s_2 + 1)$ and finding this to be 1, the algorithm computes $\gcd(f', (s_2 + 1)^{(p-1)/2}-1)$. The value of this gcd is $f_2$, and so $U$ becomes $\{f_1, f_2, f_3\}$—the complete factorization of $f$. To see why this last gcd is $f_2$, observe that 2 is a quadratic nonresidue mod 1061, whereas $20 \equiv 284^2 \pmod{1061}$, and so $(s_2 + 1)^{(p-1)/2}-1$ corresponds to $(-2,0,-2)$. Therefore, $\gcd(f', (s_2 + 1)^{(p-1)/2}-1) = f_2$. \qed

In the next chapter, we will use the following result, which we obtain with a slight modification of our general factoring algorithm.

**Theorem 2.5.** Let $g$ be the product of $k$ distinct monic irreducible polynomials of degree $d$. Then a single irreducible factor of $g$ can be extracted deterministically using $O((\log p)dm^{1+\epsilon} + p^{1/2}(\log p)^2m^{1+\epsilon})$ $F_p$-operations, where $m = kd$.

**Proof.** The idea is to simply redefine the procedure $\text{Refine}$ so that $\text{Refine}(\{u\}, v)$ returns $\{u'\}$, where $u'$ is defined as follows: if $\gcd(u, v)$ is a nontrivial divisor of $u$, then $u'$ is the polynomial of smaller degree among $\gcd(u, v)$ and $u/\gcd(u, v)$; otherwise, $u' = u$. The termination condition of the outer loop of the refinement procedure (line 2 in Figure 2.1) needs to be modified so that it terminates when $U = \{u\}$ and $\deg u = d$. In the notation of the proof of the previous theorem, the number of $i$ $(1 \leq i \leq d)$ for which $M_i > 0$ is at most $\log k$. \qed

### 2.4 Average Case Analysis

This section is devoted to a proof of the following theorem, which is concerned with the average-case behavior of the algorithm presented in the previous section.

**Theorem 2.6.** Assume the input to our algorithm is drawn from a uniform distribution on all monic polynomials of degree $n$ over $F_p$. The probability that our algorithm fails to halt after $O((\log p)n^{2+\epsilon} + (\log p)^2n^{1+\epsilon})$ $F_p$-operations is at most $O((\log n \cdot \log p)^2/p)$. Furthermore, the average-case running time of our algorithm is $O((\log p)n^{2+\epsilon})$. 
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More precisely, the first statement of the theorem says that there is a function \( \tau(p, n) = O((\log p)n^{2+\epsilon} + (\log p)^2n^{1+\epsilon}) \) such that the probability that the number of \( \mathbb{F}_p \)-operations executed by our algorithm exceeds \( \tau(n, p) \) is \( O((\log n \cdot \log p)^2/p) \). Clearly, this theorem says something of interest only when \( p \) is large, and so in particular, we will assume that \( p \) is odd throughout this section.

Let \( f \) be a polynomial chosen at random from a uniform distribution on all monic polynomials of degree \( n \) over \( \mathbb{F}_p \). We can partition the polynomials of degree \( n \) in \( \mathbb{F}_p[X] \) according to their "factorization pattern." The factorization pattern \( \pi \) of \( f \) is an \( n \)-tuple \((k_1, \ldots, k_n)\) where \( k_d \) is the number of irreducible factors (counting multiplicities) of degree \( d \) that divide \( f \). For example, if \( f = X^2(X+1)(X^2+X+1) \), then \( \pi = (3,1,0,0,0) \). We shall let \( r \) denote the number of irreducible factors of \( f \), i.e. \( r = k_1 + \cdots + k_n \).

Consider the action taken by our algorithm in factoring \( f^{(d)} \) for some \( 1 \leq d \leq n \). Let \( K_d \) be the total number of times the body of the inner loop of the refinement procedure (lines 5–7 of Figure 2.1) is executed in factoring \( f^{(d)} \).

The theorem will be a consequence of the following four lemmas.

**Lemma 2.7.** Let \( p \) be an odd prime, let \( \chi \) be the quadratic character on \( \mathbb{F}_p \), and let \( t \) be an integer, with \( 0 < t < p \). Then if \( a \) and \( b \) are chosen at random from \( \mathbb{F}_p \), the probability that \( \chi(a+\delta) = \chi(b+\delta) \) for \( \delta = 0, \ldots, t-1 \) is \( O(t^2/p + 1/2^t) \).

**Proof.** Let \( J \) be the number of pairs \( (a, b) \in \mathbb{F}_p^2 \) such that \( \chi(a+\delta) = \chi(b+\delta) \) for \( \delta = 0, \ldots, t-1 \). Then \( J \) is no more than \( t \) plus the number \( J' \) of pairs \( (a, b) \) such that \( \chi((a+\delta)(b+\delta)) = 1 \) for \( \delta = 0, \ldots, t-1 \). Now, \( J' \) is the number of pairs \( (a, b) \) for which there exist nonzero \( c_1, \ldots, c_t \) in \( \mathbb{F}_p \) such that

\[
ab = c_1^2 \\
(a+1)(b+1) = c_2^2 \\
\vdots \\
(a+t-1)(b+t-1) = c_t^2.
\]

Let \( N \) be the number of solutions \( (a, b, c_1, \ldots, c_t) \in \mathbb{F}_p^{t+2} \) to \((*)\). We want
to get a good upper bound on $N$. We have

$$N = \sum_{a, b \in F_p} (1 + \chi(ab)) \cdots (1 + \chi((a + t - 1)(b + t - 1)))$$

$$= \sum_{0 \leq e_1, \ldots, e_t \leq 1} \sum_{a, b \in F_p} \chi(a^{e_1} b^{e_1} \cdots (a + t - 1)^{e_t} (b + t - 1)^{e_t})$$

$$= \sum_{0 \leq e_1, \ldots, e_t \leq 1} \sum_{a \in F_p} \chi(a^{e_1} \cdots (a + t - 1)^{e_t}) \sum_{b \in F_p} \chi(b^{e_1} \cdots (b + t - 1)^{e_t}).$$

In this last expression, the term corresponding to $e_1 = \cdots = e_t = 0$ is $p^2$. We can use Lemma 2.2 to bound the magnitude of each of the other terms, obtaining

$$N \leq p^2 + p \sum_{t=1}^{t} \binom{t}{1} (t - 1)^2$$

$$= p^2 + p \left( t(t - 1)2^{t-2} - t2^{t-1} + 2^t - 1 \right).$$

We divide this quantity by $2^t$ to obtain a bound on the number of $(a, b)$ for which there exist nonzero $c_1, \ldots, c_t$ satisfying $(\ast)$. Using the fact that $J \leq t + J'$, we have

$$J \leq p \left( \frac{t}{p} + \frac{p}{2^t} + \frac{t(t - 1)}{4} - \frac{t}{2} + 1 - \frac{1}{2^t} \right).$$

Dividing the quantity on the right-hand side of this inequality by $p^t$ gives us the desired bound on the probability in question. □

**Lemma 2.8.** Let $\pi = (k_1, \ldots, k_n)$ be a factorization pattern. Let $t$ be an integer, with $0 < t \leq \lfloor \log p \rfloor$. Then $\Pr(K_d > t|\pi) = O((k_d t)^2/2^t)$ for all $1 \leq d \leq n$.

**Proof.** Let’s fix the factorization pattern of $f$ to be $\pi$. Suppose that $g = f^{(d)} = g_1 \cdots g_k$ (note that $k \leq k_d$). Fix $F_{p^d}$ to be some finite field with $p^d$ elements. Let $T$ be the trace from $F_{p^d}$ down to $F_p$. Let $\alpha$ and $\beta$ be randomly chosen elements from $F_{p^d}$.

Claim 1. $\Pr(K_d > t|\pi)$ is no more than $k_d(k_d - 1)/2$ times the conditional probability that $\chi(T(\alpha) + \delta) = \chi(T(\beta) + \delta)$ for $\delta = 0, \ldots, t - 1$ given that
\[ [\mathbb{F}_p(\alpha) : \mathbb{F}_p] = d \text{ and } [\mathbb{F}_p(\beta) : \mathbb{F}_p] = d. \] To see this, first observe that \( K_d > t \) implies that for some pair \( 1 \leq i < j \leq k \), we have \( \chi(\theta_i(s_1) + \delta) = \chi(\theta_j(s_1) + \delta) \) for \( \delta = 0, \ldots, t - 1 \). Next, observe that \( \theta_i(s_1) = -T(x_i) \), where \( x_i \) is any root of \( g_i \). Finally, observe that the conditional probability distribution of \( g \) given \( \pi \) is the same as that of a polynomial obtained by choosing \( k_d \) elements from a uniform distribution on all elements in \( \mathbb{F}_{p^d} \) of degree \( d \) over \( \mathbb{F}_p \), computing their minimum polynomials, and multiplying together the distinct polynomials among these. The claim follows immediately from these observations.

**Claim 2.** The probability that a randomly chosen element in \( \mathbb{F}_{p^d} \) has degree \( d \) over \( \mathbb{F}_p \) is at least \( 1/2 \). To see this, let \( N_d \) be the number of elements of degree \( d \) over \( \mathbb{F}_p \) in \( \mathbb{F}_{p^d} \). Then we know that

\[
N_d \geq p^d - \sum_{\substack{e \mid d \\varepsilon \neq d}} p^e \\
\geq p^d - \sum_{e=1}^{[d/2]} p^e \\
\geq p^d - \left( \frac{p}{p-1} \right)^{[d/2]}.
\]

Dividing this quantity by \( p^d \), we see that the probability that a randomly chosen element in \( \mathbb{F}_{p^d} \) has degree \( d \) over \( \mathbb{F}_p \) is at least

\[
1 - \left( \frac{p}{p-1} \right) p^{-[d/2]} \geq 1 - \frac{1}{p-1} \geq 1/2,
\]

the last inequality following from the assumption that \( p \geq 3 \). This proves the claim.

By Claim 1, it will suffice to bound the conditional probability that \( \chi(T(\alpha) + \delta) = \chi(T(\beta) + \delta) \) for \( \delta = 0, \ldots, t - 1 \) given that \([\mathbb{F}_p(\alpha) : \mathbb{F}_p] = d \) and \([\mathbb{F}_p(\beta) : \mathbb{F}_p] = d \), which is at most

\[
\frac{\Pr(\chi(T(\alpha) + \delta) = \chi(T(\beta) + \delta) \text{ for } \delta = 0, \ldots, t - 1)}{\Pr([\mathbb{F}_p(\alpha) : \mathbb{F}_p] = d) \Pr([\mathbb{F}_p(\beta) : \mathbb{F}_p] = d)}.
\]

Now, if \( \alpha \) is a randomly chosen element of \( \mathbb{F}_{p^d} \), then \( T(\alpha) \) is just a randomly chosen element of \( \mathbb{F}_p \), since \( T \) is a homomorphism from the additive group of
$F_{p^d}$ onto the additive group of $F_p$. By the previous lemma, and the hypothesis that $t \leq \lfloor \log p \rfloor$, the numerator in the above fraction is $O(t^2/2^t)$. By Claim 2, the denominator is at least $1/4$. The lemma now follows immediately. □

**Lemma 2.9.** Let $\pi = (k_1, \ldots, k_n)$ be a factorization pattern. Then $E(K_d|\pi) = O(k_d^3\min(d, k_d))$ for all $1 \leq d \leq n$.

**Proof.** By definition, $E(K_d|\pi) = \sum_{t \geq 1} t \Pr(K_d = t|\pi)$. We can break this sum into two pieces: $1 \leq t \leq \lfloor \log p \rfloor$ and $t > \lfloor \log p \rfloor$.

Consider the first piece. By the previous lemma, we have

\[
\sum_{1 \leq t \leq \lfloor \log p \rfloor} t \Pr(K_d = t|\pi) \leq \sum_{1 \leq t \leq \lfloor \log p \rfloor} \Pr(K_d \geq t|\pi)
\]

\[
= O\left(\sum_{t \geq 1} (k_d t)^2 / 2^t\right)
\]

\[
= O(k_d^3).
\]

Now consider the second piece. From the proof of Theorem 2.4, we know that $K_d = O(\min(d, k_d)p^{1/2}\log p)$. And so, by the previous lemma, we have

\[
\sum_{t > \lfloor \log p \rfloor} t \Pr(K_d = t|\pi) = O(\min(d, k_d)p^{1/2}(\log p) \Pr(K_d > \lfloor \log p \rfloor|\pi))
\]

\[
= O(\min(d, k_d)p^{1/2}(\log p) \cdot (k_d \log p)^2/p)
\]

\[
= O(k_d^3\min(d, k_d)).
\]

And so the lemma is proved. □

**Lemma 2.10.** If $f$ is chosen at random from a uniform distribution on all monic polynomials of degree $n$ in $F_p[X]$, and if $r$ denotes the number of irreducible factors of $f$ (counting multiplicities), then $E(r^2) = O((\log n)^2)$.

We remark that the constant implicit "O" expression in this lemma is absolute (in particular, it does not depend on $p$).

**Proof.** This lemma is an extension of results given in problems 4 and 5 of section 4.6.2 of volume 2 of Knuth [24]. Our proof is based on the proof found there, which uses generating functions. The generating functions that we use should be viewed strictly as formal power series, and all of
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the operations we perform on them, e.g., differentiation and exponentiation, as formal operations. The justification of the ordinary properties of these operations can be found in [31].

Let $G_p(z) = \sum_{n \geq 1} a_{np} z^n$, where $a_{np}$ is the number of monic irreducible polynomials of degree $n$ over $\mathbb{F}_p$. An argument sketched by Knuth [24, p. 624] shows that

$$\sum_{j \geq 1} G_p(z^j)/j = \ln(1/(1 -pz)).$$

Let $a_{npr}$ be the number of monic polynomials of degree $n$ in $\mathbb{F}_p$ with exactly $r$ irreducible factors. Let $U_p(z, w) = \sum_{n,r \geq 0} a_{npr} z^n w^r$. Because $E(r^2) = O(E(r^2))$, it will suffice to prove that the coefficient of $z^n$ in

$$\frac{\partial^2}{\partial w^2} U_p(z/p, 1)$$

is $O((\log n)^2)$.

First, observe that $U_p(z, w) = \exp \left( \sum_{k \geq 1} G_p(z^k)w^k/k \right)$. To see this, note that

$$U_p(z, w) = (1 + zw + (zw)^2 + \cdots)^{a_{1p}}(1 + z^2w + (z^2w)^2 + \cdots)^{a_{2p}} \cdots$$

$$= (1/(1 - zw))^{a_{1p}}(1/(1 - z^2w))^{a_{2p}} \cdots$$

Taking logarithms, we have

$$\ln U_p(z, w) = a_{1p} \ln(1/(1 - zw)) + a_{2p} \ln(1/(1 - z^2w)) + \cdots$$

$$= a_{1p} \sum_{k \geq 1} z^k w^k/k + a_{2p} \sum_{k \geq 1} (z^2)^k w^k/k + \cdots$$

$$= \sum_{k \geq 1} G_p(z^k)w^k/k.$$

Using this expression for $U_p(z, w)$, differentiating twice with respect to $w$, and evaluating at $z = z/p$ and $w = 1$, we obtain

$$\frac{\partial^2}{\partial w^2} U_p(z/p, 1) = \left( \sum_{k \geq 2} G_p(z^k/p^k)(k-1) \right)/(1-z) + \left( \sum_{k \geq 1} G_p(z^k/p^k) \right)^2/(1-z).$$

We claim that for any fixed $t \geq 0$, the coefficient of $z^n$ in $\sum_{k \geq 1} G_p(z^k/p^k)k^t$ is $O(1/n)$. To prove this claim, notice that $\sum_{k \geq 1} G_p(z^k/p^k)k^t =$
\(\sum_{k,l \geq 1} k^l a_{lp}(z/p)^{lk}\). Using the fact the number of monic irreducible polynomials over \(\mathbb{F}_p\) of degree \(l\) is no more than \(p^l/l\), we have that the coefficient of \(z^n\) is

\[
\sum_{l|n} (n/l)^t a_{lp} p^{-n} = (n^t/p^n) \sum_{l|n} a_{lp}/l^t
\]

\[
\leq (n^t/p^n) \sum_{l|n} p^l/l^{t+1}
\]

\[
= O((n^t/p^n)(p^n/n^{t+1}))
\]

\[
= O(1/n).
\]

From the claim in the previous paragraph, it is apparent that the coefficient of \(z^n\) in

\[
\left(\sum_{k \geq 2} G_p(z^k/p^k)(k-1)\right)/(1-z)
\]

is

\[
O\left(\sum_{1<k\leq n} 1/k\right) = O(\log n),
\]

and that the coefficient of \(z^n\) in

\[
\left(\sum_{k \geq 1} G_p(z^k/p^k)\right)^2/(1-z)
\]

is

\[
O\left(\sum_{1<k\leq n} \sum_{i,j \geq 1} \sum_{i+j=k} 1/ij\right) = O((\log n)^2).
\]

The lemma is proved. \(\square\)

We are now in a position to prove the theorem. The total number of \(\mathbb{F}_p\)-operations executed by our algorithm is

\[
O\left((\log p)n^{2+\epsilon} + \log p \sum_d K_d(dk_d)^{1+\epsilon}\right).
\]

First, consider the probability \(P\) that \(K_d > \log p\) for some \(d\). We have

\[
P \leq \sum_d \Pr(K_d > \log p)
\]
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\[ = \sum_d \sum_{\pi} \Pr(K_d \geq \log p) \Pr(\pi) \]
\[ = O(((\log p)^2/p) \sum_{\pi} \sum_d k_d^2 \Pr(\pi)) \quad \text{(Lemma 2.8)} \]
\[ = O(((\log p)^2/p) \sum_{\pi} r^2 \Pr(\pi)) \]
\[ = O(((\log p)^2/p) E(r^2)) \]
\[ = O((\log n \cdot \log p)^2/p) \quad \text{(Lemma 2.10).} \]

The first statement of the theorem is now clear.

The expected number of \( F_p \)-operations executed by our algorithm is

\[ O\left( (\log p)n^{2+\epsilon} + (\log p)n^{1+\epsilon}E(\sum_d K_d) \right). \]

We have

\[ E(\sum_d K_d) = \sum_d E(K_d) \]
\[ = \sum_d E(E(K_d|\pi)) \]
\[ = \sum_d \sum_{\pi} E(K_d|\pi) \Pr(\pi) \]
\[ = O(\sum_{\pi} \sum_d k_d^2 \min(d, k_d) \Pr(\pi)) \quad \text{(Lemma 2.9)} \]
\[ = O(n^{1/2} \sum_{\pi} r^2 \Pr(\pi)) \]
\[ = O(n^{1/2}E(r^2)) \]
\[ = O(n^{1/2}(\log n)^2) \quad \text{(Lemma 2.10).} \]

The second statement of the theorem is now immediate.

### 2.5 Open Questions

The reader may be curious as to how the techniques in this chapter generalize to the problem of factoring polynomials over finite extensions of \( F_p \). Suppose \( p \) is fixed, and consider the problem of factoring a polynomial of degree \( n \) over an extension \( E \) of degree \( \nu \) over \( F_p \). The probabilistic algorithm of Ben-Or
[6] runs in time $O((n
u)^{2+\epsilon})$. It is natural to ask if this same bound can be achieved deterministically.

The bottleneck is again the construction of a separating set. Methods for separating set construction based on linear algebra require $O(M(n
u))$ $\mathbb{F}_p$-operations, where $M(n
u)$ is the number of $\mathbb{F}_p$-operations required to multiply two $n
u$ by $n
u$ matrices. Unfortunately, the method used in this section for constructing a separating set does not easily generalize. The obvious thing to try is the following. Suppose that we want to factor $g = g_1 \ldots g_k$, where the $g_i$'s are distinct irreducible polynomials over $E$ of degree $d$. Next, let $m = kd$, let $R = E[X]/(g)$, and let $x = X \mod g$. Analogous to what we did in Section 2.3, we next compute the coefficients of $(Y-x)(Y-x^p) \cdots (Y-x^{p^\mu})$, where $\mu = \text{lcm}(d, \nu)$, and hope that these coefficients form a separating set. However, they do not if for any distinct pair $g_i, g_j$, the roots of $g_i$ and $g_j$ are conjugate over $\mathbb{F}_p$. The extreme example of this situation is where $g$ is an irreducible polynomial over $\mathbb{F}_p$, but splits over $E$. So we ask if there is another way of constructing a small separating set for $g$ in time $O((m
u)^{2+\epsilon})$.

It is also natural to ask if the $p^{1/2+\epsilon}$ bound in the worst-case analysis of our algorithm can be improved. Can Burgess' techniques be adapted to our situation? Can we obtain a better bound assuming the Extended Riemann Hypothesis?
Chapter 3

Constructing Irreducible Polynomials over Finite Fields

3.1 Introduction

In this chapter, we consider the problem of constructing irreducible polynomials over finite fields. Such polynomials are used to implement arithmetic in extension fields found in many applications, including coding theory [7], cryptography [16], multivariate polynomial factoring [46], and parallel polynomial arithmetic [18].

Let $n$ a positive integer. Consider the deterministic complexity of finding an irreducible polynomial of degree $n$ in $\mathbb{F}_p[X]$ where $p$ is prime. For this problem, there is no known deterministic polynomial time algorithm, i.e., an algorithm that runs in time polynomial in $n$ and $\log p$. However, in many applications $p$ is small, and so an algorithm that ran in time polynomial in $n$ and $p$ would be of value. We present one here. Specifically, we present a deterministic algorithm that on input $n$ and $p$ generates an irreducible polynomial in $\mathbb{F}_p[X]$ of degree $n$, and—ignoring powers of $\log n$ and $\log p$—runs in time $O(p^{1/2}n^4)$. Thus, if $p$ is fixed, e.g., $p = 2$, then our algorithm runs in polynomial time.

Our approach to constructing irreducible polynomials is as follows. In Section 3.2, we show that if we are given certain nonresidues in extension fields of $\mathbb{F}_p$, then we can deterministically generate an irreducible polynomial over $\mathbb{F}_p$ of degree $n$ in polynomial time. More precisely, we prove the following
result:

Assume that for each prime \( q \) such that \( q \mid n, q \neq p \), we are given a splitting field \( K \) of \( X^q - 1 \) over \( \mathbb{F}_p \) and a \( q \)-th nonresidue in \( K \). Then we can find an irreducible polynomial over \( F \) of degree \( n \) deterministically in time polynomial in \( n \) and \( \log p \).

In Section 3.3, we go on to show that given an oracle for factoring polynomials over \( \mathbb{F}_p \), these extension fields and nonresidues—and hence irreducible polynomials over \( \mathbb{F}_p \) of degree \( n \)—can be constructed deterministically in polynomial time:

The problem of constructing an irreducible polynomial over \( \mathbb{F}_p \) of degree \( n \) can be deterministically reduced in time bounded by a polynomial in \( n \) and \( \log p \) to the problem of factoring polynomials over \( \mathbb{F}_p \).

We obtain a deterministic algorithm for generating irreducible polynomials by replacing the oracle by any variant of Berlekamp's deterministic factoring algorithm. It turns out that factoring is the bottleneck in the resulting algorithm (in terms of both \( n \) and \( p \)), but with Theorem 2.5 we obtain the following result:

We can deterministically construct an irreducible polynomial over \( \mathbb{F}_p \) of degree \( n \) with \( O(p^{1/2}(\log p)^3n^{3+\epsilon} + (\log p)^2n^{4+\epsilon}) \) \( \mathbb{F}_p \)-operations.

In particular, if \( p \) is a fixed prime, then we can deterministically construct an irreducible polynomial over \( \mathbb{F}_p \) of degree \( n \) in time \( O(n^{4+\epsilon}) \).

In Sections 3.4 and 3.5, we prove some extensions and related results, and in Section 3.6, we conclude with some open questions. In Section 3.4, we show that our results on finding irreducible polynomials extend to nonprime finite fields:

Given an extension \( E \) over \( \mathbb{F}_p \) of degree \( \nu \), we can construct an irreducible polynomial over \( E \) of degree \( n \) deterministically with \( O(p^{1/2}(\log p)^3n^{3+\epsilon} + (\log p)^2n^{4+\epsilon} + (\log p)n^{4+\epsilon}\nu^{2+\epsilon}) \) \( \mathbb{F}_p \)-operations.

This result allows us to deterministically construct in polynomial time an irreducible polynomial of specified degree over a finite field of small characteristic. If \( p \) is fixed, then our algorithm runs in time \( O(n^{4+\epsilon}\nu^{2+\epsilon}) \). The proof
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of this result reduces the problem of finding an irreducible polynomial over $E$ of degree $n$ to the problem of factoring polynomials over $\mathbb{F}_p$ via the problem of constructing, for each prime $q \mid n, q \neq p$, the splitting field of $X^q - 1$ over $\mathbb{F}_p$, along with a $q$-th nonresidue in this field, or just a primitive $q$-th root of unity if $q$ also happens to divide $\nu$.

In Section 3.5, we give another algorithm for constructing irreducible polynomials over $\mathbb{F}_p$ that runs in time polynomial in $n$ and $p$. This method uses the results of Section 3.2, but constructs nonresidues using a technique completely different from that in Section 3.3. It makes use of an analogue of Ankeny’s theorem on the least quadratic nonresidue modulo a prime [3] and of an analogue of Pratt’s primality certificate [33]. Unlike the algorithm in Section 3.3, the algorithm in this section can be easily recast as a fast parallel algorithm when $p$ is small. We prove:

*The problem of constructing an irreducible polynomial over $\mathbb{F}_p$ of degree $n$, given $p$ and $n$ with $p$ bounded by a polynomial in $n$, can be solved by a family of uniform Boolean circuits of size polynomial in $n$ and depth polynomial in $\log n$.*

### Related Work

Even for small values of $p$, previous algorithms for generating irreducible polynomials over $\mathbb{F}_p$ suffer from at least one of three drawbacks: they rely on a *source of randomness*, they rely on *unproven conjectures* in the proofs of their running times, or they generate polynomials of degree only *approximately* $n$. Rabin [35] gives a probabilistic polynomial time algorithm. Adleman and Lenstra [1] give a deterministic algorithm that runs in polynomial time assuming the Extended Riemann Hypothesis (ERH). They also give a deterministic polynomial time algorithm that generates an irreducible polynomial of degree only approximately $n$. Von zur Gathen [44] gives several deterministic algorithms that are efficient in practice, but his proofs of their running times rely on unproven conjectures, and they generate irreducible polynomials of degree only approximately $n$.

We also mention two other results on constructing irreducible polynomials, of which our results were obtained independently. In a paper on factoring polynomials over finite fields, Evdokimov [19] gives another proof that irreducible polynomials of specified degree can be constructed deterministically.
in polynomial time assuming the ERH. Evdokimov's method of constructing irreducible polynomials is similar to ours in that Evdokimov essentially reduces this problem to the problem of finding various nonresidues in extension fields of $\mathbb{F}_p$; however, Evdokimov constructs these nonresidues by appealing to the ERH (making use of results in [21] and [25]), and does not address the problem of constructing these nonresidues deterministically without relying on the ERH.

In another paper, Varshamov [42] describes a method for constructing irreducible polynomials of specified degree; however, in some cases the method either breaks down or appears to require time greater than a polynomial in $n$ and $p$. One problem with Varshamov's method is that it requires the calculation of the multiplicative order of elements in extensions of $\mathbb{F}_p$, for which no polynomial time algorithm is known (even for small $p$).

### 3.2 Reduction to Constructing Cyclotomic Extensions and Finding Nonresidues

This section is devoted to a proof of the following result.

**Theorem 3.1.** Assume that for each prime $q$ such that $q \mid n$, $q \neq p$, we are given a splitting field $K$ of $X^q - 1$ over $\mathbb{F}_p$ and a $q$-th nonresidue in $K$. Then we can find an irreducible polynomial over $\mathbb{F}_p$ of degree $n$ deterministically in time polynomial in $n$ and $\log p$.

The splitting field of $X^q - 1$ is the smallest extension of $\mathbb{F}_p$ containing a primitive $q$-th root of unity. It is also the smallest extension of $\mathbb{F}_p$ containing $q$-th nonresidues. From group theory, we see that this is just $\mathbb{F}_{p^m}$ where $m$ is the smallest positive integer such that $q$ divides $p^m - 1$, the order of the group $\mathbb{F}_{p^m}^\ast$. That is, $m$ is the order of $p$ mod $q$. Note that $m \mid q - 1$. The hypothesis of Theorem 3.1 means that we are given an irreducible polynomial $f$ over $\mathbb{F}_p$ of degree $m$ and a $q$-th nonresidue $a$ in $\mathbb{F}_p(\alpha)$ where $\alpha$ is a root of $f$.

We now describe our algorithm. Let $n = \prod_{i=1}^{r} q_i^{e_i}$ be the prime factorization of $n$. We first construct irreducible polynomials over $\mathbb{F}_p$ of degree $q_i^{e_i}$ for $i = 1, \ldots, r$. We then "combine" these polynomials to form an irreducible polynomial of degree $n$. 
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Step 1: Constructing Irreducible Polynomials of Prime Power Degree

Let $1 \leq i \leq r$ be fixed, and let $q = q_i, e = e_i$. We want to construct an irreducible polynomial in $F_p[X]$ of degree $q^e$. We break the problem down into three cases: (1) $q \neq 2, \neq p$, (2) $q = 2, \neq p$, and (3) $q = p$.

Case 1: $q \neq 2, \neq p$

Let $m$ be the order of $p$ mod $q$. By hypothesis, we are given an irreducible polynomial $f$ of degree $m$ over $F_p$, and a $q$-th nonresidue $a$ in $K = F_p(\alpha)$ where $\alpha$ is a root of $f$.

We will make use of the following result, which is proved in [26, p. 331].

Lemma 3.2. Let $K$ be a field and $d$ an integer $\geq 2$. Let $a \in K, a \neq 0$. Assume that for all prime numbers $t$ dividing $d$, $a$ is a $t$-th nonresidue in $K$, and if $4 \mid d$ then $a$ is not equal to $-4$ times a $t$-th residue. Then $X^d - a$ is irreducible in $K[X]$.

By Lemma 3.2, the polynomial $X^{q^e} - a \in K[X]$ is irreducible. We can represent the field $E = F_{p^{m \cdot q^e}}$ by $K(\beta)$, where $\beta$ is a root of $X^{q^e} - a$. Now, $H = F_{p^{q^e}}$ is a subfield of $E$. We have the following picture:

$$
\begin{array}{c}
E = K(\beta) \\
q^e \downarrow \\
K = F_p(\alpha) \downarrow m \\
H \\
m \downarrow q^e \\
F_p 
\end{array}
$$

It will suffice to find an element $\gamma$ in $E$ of degree $q^e$ over $F_p$. We can then construct its minimum polynomial over $F_p$ by computing $(X - \gamma)(X - \gamma^p) \cdots (X - \gamma^{p^{q^e-1}})$. This will be an irreducible polynomial of degree $q^e$ over $F_p$. But finding an element in $E$ of degree $q^e$ over $F_p$ is easy. Let $T$ be the trace from $E$ down to $H$; that is, for any $x \in E$, $T(x) = x + x^p + \cdots + x^{p^{m-1}}$, where $\sigma$ is the generator of the Galois group of $E$ over $H$ given by $x \mapsto x^{p^{q^e}}$. Then we claim that $\gamma = T(\beta)$ has degree $q^e$ over $F_p$.  
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To prove this claim, suppose to the contrary that $\gamma$ has degree $q^t$ over $\mathbb{F}_p$, where $t < c$. Then it is easy to see that $\gamma$ has degree $q^t$ over $K$. Now, $[K(\beta) : K(\beta^q)] = q$, and so in particular, $\gamma$ lies in $K(\beta^q)$. For $i = 0, \ldots, m-1$, let $p^{i\gamma^i} = x_i q + y_i$, where $0 < y_i < q$. It is easily seen that the $y_i$'s are distinct, since $p$ (which is $\equiv p^{x_0} \pmod{q}$) has order $m \pmod{q}$. This gives us an equation

$$(\beta^q)^{x_0} \beta^{y_0} + \cdots + (\beta^q)^{x_{m-1}} \beta^{y_{m-1}} - \gamma = 0.$$  

Thus, $\beta$ is a root of a nonzero polynomial over $K(\beta^q)$ of degree less than $q$. But this contradicts the fact that $\beta$ has degree $q$ over $K(\beta^q)$, and so the claim is proved.

**Case 2: $q = 2, \neq p$**

We want to find an irreducible polynomial of degree $2^e$. In this case, as in case 1, we make use of Lemma 3.2. Since $p$ is odd, $p \equiv \pm 1 \pmod{4}$. Suppose $p \equiv 1 \pmod{4}$. Then $(-1)^{(p-1)/2} = 1$, and so $-1$ has a square root in $\mathbb{F}_p$. Therefore, if we have an element $a \in \mathbb{F}_p$ that is not a square, then we certainly cannot have $a = -4b^4$, since $-4b^4$ is a square. Thus, the hypotheses of Lemma 3.2 are already satisfied, and so $X^{2^e} - a$ is irreducible.

Now suppose $p \equiv -1 \pmod{4}$. In this case, we can quickly find an irreducible polynomial of degree $2^e$ deterministically. We have $(-1)^{(p-1)/2} = -1$, so $-1$ does not have a square root in $\mathbb{F}_p$, and therefore $X^2 + 1$ is irreducible. If $e = 1$, we are done. Otherwise, we can proceed as follows. We construct the field $\mathbb{F}_{p^e}(i)$ where $i = \sqrt{-1}$. Since $-1$ has a square root in $\mathbb{F}_p(i)$, we find an $a \in \mathbb{F}_p(i)$ that is not a square, then $X^{2^{e-1}} - a$ is an irreducible polynomial in $\mathbb{F}_p(i)[X]$ (by reasoning identical to that in the previous paragraph). Let $E = \mathbb{F}_p(i, \alpha)$ where $\alpha$ is a root of $X^{2^{e-1}} - a$. It is easy to see that $E = \mathbb{F}_p(\alpha)$ (since $[\mathbb{F}_p(i, \alpha) : \mathbb{F}_p] = \text{lcm}([\mathbb{F}_p(i) : \mathbb{F}_p], [\mathbb{F}_p(\alpha) : \mathbb{F}_p])$, and so it will suffice to compute the minimum polynomial of $\alpha$ over $\mathbb{F}_p$, which has degree $2^e$. Let $\sigma$ be the automorphism on $\mathbb{F}_p(i)$ defined by $i \mapsto -i$. Then the minimum polynomial for $\alpha$ over $\mathbb{F}_p$ is just $X^{2^{e-1}} - a)(X^{2^{e-1}} - \alpha^e)$.

So we have reduced the problem to finding a quadratic nonresidue in $\mathbb{F}_p(i)$. This is easily done as follows. $\mathbb{F}_p(i)^*$ is a cyclic group of order $p^2 - 1$. Write $p^2 - 1 = l2^k$, $l$ odd. If we take $k - 2$ successive square roots of $i$, we will obtain a primitive $2^k$-th root of unity in $\mathbb{F}_p(i)$. This must be a quadratic nonresidue; otherwise, its square root would be an element of order $2^{k+1}$ in $\mathbb{F}_p(i)^*$, which is impossible by Lagrange’s theorem.
So we have reduced the problem to taking square roots in $\mathbb{F}_p(i)$. But this can easily be done using the formula
\[
\sqrt{\alpha} = (1 + \alpha^{(p-1)/2})^{(p-1)/2} \cdot \alpha^{(p+1)/4},
\]
which holds for every quadratic residue $\alpha$ in $\mathbb{F}_p(i)$, except if $\alpha^{(p-1)/2} = -1$, in which case $\sqrt{\alpha} = i\alpha^{(p+1)/4}$.

Case 3: $q = p$

We want to construct an irreducible polynomial of degree $p^e$. Our approach in this case follows that of Adleman and Lenstra [1]. We will show how to inductively construct a sequence of irreducible polynomials $f_1, f_2, \ldots, f_e$ over $\mathbb{F}_p$ of degrees $p, p^2, \ldots, p^e$.

**Lemma 3.3.** The polynomial $X^p - X - 1$ is irreducible in $\mathbb{F}_p[X]$. Furthermore, if $K$ is an extension of $\mathbb{F}_p$, and $a \in K$, and the polynomial $X^p - X - a$ is irreducible in $K[X]$, and $E = K(\alpha)$ where $\alpha$ is a root of $X^p - X - a$, then the polynomial $X^p - X - a\alpha^{p-1}$ is irreducible in $E[X]$.

**Proof.** According to Artin-Schreier theory (see, e.g., [26, p. 325]), over any field $L$ of characteristic $p$, the polynomial $X^p - X - c$ (where $c \in L$) is either irreducible or splits completely. The first statement of the lemma follows immediately from this. To prove the second statement, suppose that $X^p - X - a\alpha^{p-1}$ is not irreducible in $E[X]$. Then it has a root $\beta$ in $E$, which we can write as $\beta = \sum_{i=0}^{p-1} b_i \alpha^i$ where the $b_i$’s are in $K$. Substituting this expression for $\beta$ into the equation $\beta^p - \beta - a\alpha^{p-1} = 0$, and replacing $\alpha^p$ by $\alpha + a$, we obtain an equation
\[
\sum_{i=0}^{p-1} b_i^p (\alpha + a)^i - \sum_{i=0}^{p-1} b_i \alpha^i - a\alpha^{p-1} = 0.
\]
In the expansion of the left hand side of this equation, the coefficient of $\alpha^{p-1}$ is $b_{p-1}^p - b_{p-1} - a$, which is nonzero by virtue of the fact that $X^p - X - a$ is irreducible over $K$. Thus, $\alpha$ is a root a polynomial of degree $p - 1$ over $K$, which is impossible, and so the lemma is proved. $\square$

Let $f_1 = X^p - X - 1$. By the previous lemma, this is irreducible. Suppose that we have computed $f_t$, $t \geq 1$. Let $K = \mathbb{F}_p(\alpha)$ where $\alpha$ is a root of $f_t$. 37
If \( t = 1 \), let \( a = \alpha^{p-1} \); otherwise, let \( a = \alpha^{2p-1} - \alpha^p \). By the previous lemma, the polynomial \( X^p - X - a \) is irreducible over \( K \). Let \( E = K(\beta) \), where \( \beta \) is a root of \( X^p - X - a \). It is easy to see that \( E = \mathbb{F}_p(\beta) \) (since \( [\mathbb{F}_p(\alpha, \beta) : \mathbb{F}_p] = \text{lcm}([\mathbb{F}_p(\alpha) : \mathbb{F}_p], [\mathbb{F}_p(\beta) : \mathbb{F}_p]) \)). Let \( f_{t+1} \) be the minimum polynomial of \( \beta \) over \( \mathbb{F}_p \), which we compute as \( \prod_{i=0}^{p-1}(X^p - X - a^{p^i}) \). Observe that the polynomial \( X^p - X - a \beta^{p-1} = X^p - X - (\beta^{2p-1} - \beta^p) \) is irreducible over \( E \).

**Step 2: "Combining" Irreducible Polynomials of Prime Power Degree**

Suppose we have constructed irreducible polynomials over \( \mathbb{F}_p \) of degrees \( q_1^{e_1}, \ldots, q_r^{e_r} \). We will show how to inductively construct a sequence of irreducible polynomials over \( \mathbb{F}_p \) of degrees \( q_1^{e_1}, q_1^{e_2} q_2^{e_2}, \ldots, q_1^{e_1} \cdots q_r^{e_r} = n \). It will suffice to solve the following problem: given two irreducible polynomials \( f, g \in \mathbb{F}_p[X] \) of degrees \( a \) and \( b \), where \( \gcd(a, b) = 1 \), find an irreducible polynomial of degree \( ab \).

**Lemma 3.4.** Let \( \alpha \) and \( \beta \) be elements in the the algebraic closure of \( \mathbb{F}_p \). Suppose that \([\mathbb{F}_p(\alpha) : \mathbb{F}_p] = a\), \([\mathbb{F}_p(\beta) : \mathbb{F}_p] = b\), and \( \gcd(a, b) = 1 \). Then \([\mathbb{F}_p(\alpha, \beta) : \mathbb{F}_p] = [\mathbb{F}_p(\alpha + \beta) : \mathbb{F}_p] = ab\).

**Proof.** We have \([\mathbb{F}_p(\alpha, \beta) : \mathbb{F}_p] = \text{lcm}([\mathbb{F}_p(\alpha) : \mathbb{F}_p], [\mathbb{F}_p(\beta) : \mathbb{F}_p]) = ab\). Any maximal proper subfield of \( \mathbb{F}_p(\alpha, \beta) \) (i.e., \( \mathbb{F}_{p^{\alpha + \beta}} \), where \( r \) is prime) must contain either \( \alpha \) or \( \beta \), but not both, and hence cannot contain \( \alpha + \beta \). Therefore, \( \mathbb{F}_p(\alpha + \beta) = \mathbb{F}_p(\alpha, \beta) \). \( \Box \)

Suppose that \( f \) and \( g \) are given as described above. Then this lemma allows us to construct a tower of fields \( \mathbb{F}_p \subset \mathbb{F}_p(\alpha) \subset \mathbb{F}_p(\alpha, \beta) \) where \( \alpha \) is a root of \( f \) and \( \beta \) is a root of \( g \). The degree of the first step in the tower is \( a \) and the degree of the second is \( b \). We can construct the minimal polynomial of \( \alpha + \beta \) over \( \mathbb{F}_p \) by computing \( (X - (\alpha + \beta))(X - (\alpha + \beta)^p) \cdots (X - (\alpha + \beta)^{p_{ab-1}}) \). This is an irreducible polynomial over \( \mathbb{F}_p \) of degree \( ab \).

**Complexity Analysis**

The following breakdown of the complexity of our algorithm, in terms of \( \mathbb{F}_p \)-operations, is easily obtained by a straightforward application of Lemma 1.7.
to the computations performed by our algorithm:

Step 1  Case 1  $O((\log p)(mq^e)^{2+\epsilon})$
        Case 2  $O(2^e + (\log p)^2)$
        Case 3  $O((p^{2e-1})^{1+\epsilon})$
Step 2  $O((\log p)n^{2+\epsilon})$

3.3 Reduction to Factoring

In this section, we give a deterministic reduction from finding irreducible polynomials over $F_p$ to the problem of factoring polynomials over $F_p$. Then, using this reduction in conjunction with the factoring algorithm in Chapter 2, we obtain a deterministic algorithm for finding irreducible polynomials.

**Theorem 3.5.** The problem of constructing an irreducible polynomial over $F_p$ of degree $n$ can be deterministically reduced in time bounded by a polynomial in $n$ and $\log p$ to the problem of factoring polynomials over $F_p$.

**Proof.** Let $q$ be a prime, $q \mid n, q \neq p$. Let $m$ be the order of $p \mod q$. By Theorem 3.1, it will suffice to find, for each such $q$, an irreducible polynomial $f$ of degree $m$, and a $q$-th nonresidue in $F_p(\alpha)$ where $\alpha$ is a root of $f$.

The basic idea is to factor the cyclotomic polynomial $\Phi_q = X^{q-1} + \ldots + 1$, obtaining an irreducible polynomial of degree $m$. This gives us $F_{qm}$ and a primitive $q$-th root of unity $\xi$ in $F_{qm}$. Now, $F_{qm}^*$ is a cyclic group of order $p^m - 1$. Suppose that $p^m - 1 = lq^k$ where $\gcd(l, q) = 1$. Then if we take $k - 1$ successive $q$-th roots of $\xi$, we obtain a primitive $q^k$-th root of unity in $F_{qm}$. This must be a $q$-th nonresidue; otherwise, its $q$-th root would be an element of order $q^{k+1}$ in $F_{qm}^*$, which is impossible by Lagrange’s theorem. So we have reduced the problem to finding roots of polynomials of the form $X^q - c$ over $F_{qm}$. Berlekamp [8] gives a reduction from factoring in $F_{qm}[X]$ to factoring in $F_p[X]$. We give an explicit construction, tailoring Berlekamp’s reduction to our particular application.

We inductively construct a sequence of irreducible polynomials $f^{(1)}, \ldots, f^{(k)}$ in $F_p[X]$ of degree $m$ where the roots of $f^{(i)}$ are primitive $q^i$-th roots of unity. We let $f^{(1)}$ be any irreducible factor of $\Phi_q$. It is clear that the roots of $f^{(1)}$ are primitive $q$-th roots of unity. For $i = 2, \ldots, k$, we let $f^{(i)}$ be
any irreducible factor of $f(i-1)(X^q)$. Since the roots of $f(i-1)$ are primitive $q^{i-1}$-th roots of unity, the roots of $f(i)$ must be primitive $q^i$-th roots of unity.

Computing the sequence $f^{(1)}, \ldots, f^{(k)}$ requires us to factor one polynomial of degree $q-1$ and $k-1 < m \log p$ polynomials of degree $mq$. Each of these polynomials is the product of distinct irreducible polynomials of degree $m$. We then put $f = f^{(k)}$. Any root $\alpha$ of $f$ is a $q$-th nonresidue in $F_p(\alpha)$. The theorem is proved. \hfill \Box

Using the algorithm of Theorem 3.5, in conjunction with Theorem 2.5 and the complexity analysis of Section 3.2, we immediately obtain the following theorem.

**Theorem 3.6.** We can deterministically construct an irreducible polynomial over $F_p$ of degree $n$ with $O(p^{1/2}(\log p)^3 n^{3+\epsilon} + (\log p)^2 n^{4+\epsilon})$ $F_p$-operations.

**Example.** We will illustrate the workings of our algorithm with an example. Let $p = 7$ and suppose we want to construct an irreducible polynomial of degree $q = 5$ over $F_p$. Let $m$ be the order of $p$ mod $q$, i.e. $m$ is the smallest positive integer such that $p^m \equiv 1 \pmod{q}$. In this case, $m$ turns out to be 4. Therefore, the polynomial $\Phi_q = X^4 + X^3 + X^2 + X + 1$ is irreducible over $F_p$, and we set $f_1$ equal to $\Phi_q$. Now, $p^m \equiv 1 \pmod{q^2}$, and so the roots of $f_1$ are not $q$-th nonresidues in $F_{p^m}$. Therefore, we need to factor $f_1(X^q) = X^{20} + X^{15} + X^{10} + X^5 + 1$. Factoring $f_1(X^q)$, we find that one of its irreducible factors is $f_2 = X^4 + 6X^3 + 5X^2 + 6X + 1$. Since $p^m \not\equiv 1 \pmod{q^3}$, we can deduce that the roots of $f_2$ are $q$-th nonresidues in $F_{p^m}$.

As described, our algorithm would construct the field $F_p(\alpha)$, where $\alpha$ is a root of $f_2$, and then extend this field by adjoining to it a root $\beta$ of $X^q - \alpha$. However, we can simplify matters by taking $\beta$ to be a root of the irreducible polynomial $f_2(X^q) = X^{20} + 6X^{15} + 5X^{10} + 6X^5 + 1$. The algorithm computes

$$\gamma = T(\beta) = \beta + \beta^{q^2} + \beta^{q^3} + \beta^{q^4}.$$  

Performing this calculation, we find that

$$\gamma = 6\beta^{10} + 6\beta^{18} + \beta^{14} + 2\beta^{13} + 4\beta^{12} + 2\beta^9 + 4\beta^8 + 2\beta^7 + \beta^4 + 3\beta^3 + \beta^2 + \beta.$$  

The algorithm next computes the coefficients of

$$h(Y) = (Y - \gamma)(Y - \gamma^p)(Y - \gamma^{p^2})(Y - \gamma^{p^3})(Y - \gamma^{p^4}),$$
obtaining
\[ h(Y) = Y^5 + 4Y^3 + 3Y^2 + 2Y + 6, \]
which is an irreducible polynomial over \( \mathbb{F}_p \). □

### 3.4 Irreducible Polynomials over Extension Fields

In this section, we describe an algorithm for constructing irreducible polynomials over finite extensions of \( \mathbb{F}_p \), proving the following theorem.

**Theorem 3.7.** Given an extension \( E \) over \( \mathbb{F}_p \) of degree \( n \), we can construct an irreducible polynomial over \( E \) of degree \( n \) deterministically with \( O(p^{1/2}(\log p)^3 n^{3+\varepsilon} + (\log p)^2 n^{4+\varepsilon} + (\log p)n^{4+\varepsilon} n^{2+\varepsilon}) \) \( \mathbb{F}_p \)-operations.

The hypothesis of this theorem means that \( E = \mathbb{F}_p(\theta) \) where \( \theta \) is a root of a given irreducible polynomial over \( \mathbb{F}_p \) of degree \( n \). The algorithm described in Section 3.3 could be adapted to this situation with a few straightforward modifications. However, we will describe a slightly more complicated, but more efficient, algorithm.

Implicit in our algorithm is a reduction to the problem of factoring polynomials over \( \mathbb{F}_p \) via the problem of constructing, for each prime \( q \mid n, q \neq p \), the splitting field of \( X^q - 1 \) over \( \mathbb{F}_p \), along with a \( q \)-th nonresidue in this field, or just a primitive \( q \)-th root of unity if \( q \) also happens to divide \( n \).

A straightforward implementation of our algorithm, making use of the running time bounds in Lemma 1.7 for performing polynomial arithmetic and the factoring algorithm of Theorem 2.5, will achieve the stated running time bound.

We now describe our algorithm. As in the proof of Theorem 3.1, it will suffice to construct irreducible polynomials over \( E \) of prime power degree \( q^e \), and then combine these to obtain an irreducible polynomial over \( E \) of degree \( n \). We consider two possibilities: either \( q \) does not divide \( n \), or it does.

In the first case, it will suffice to construct an irreducible polynomial over \( \mathbb{F}_p \) of degree \( q^e \), for this polynomial will remain irreducible over the larger field \( E \). The algorithm in Section 3.3 can be used for this.

In the second case, let \( n = q^k l \) where \( \gcd(q, l) = 1 \). It will then suffice to find a polynomial of degree \( q^e \) over \( \mathbb{F}_p(\theta) \), where \( \theta \) is an element in \( E \) of degree
over $\mathbb{F}_p$, for this polynomial will remain irreducible over $E$. To facilitate efficient computation in $\mathbb{F}_p(\vartheta)$, we construct the minimum polynomial of $\vartheta$ over $\mathbb{F}_p$ by computing $(X - \vartheta)(X - \vartheta^p)\cdots(X - \vartheta^{p^{l-1}})$. We can find such an element $\vartheta$ quickly in the following way. Construct the minimum polynomial of $\vartheta$ over $\mathbb{F}_{p^{v_k}}$ by computing $(X - \vartheta)(X - \vartheta^\sigma)\cdots(X - \vartheta^{\sigma^{l-1}})$, where $\sigma$ generates the Galois group of $E$ over $\mathbb{F}_{p^{v_k}}$. Suppose this polynomial is $\vartheta_0 + \vartheta_1 X + \cdots + \vartheta_{l-1} X^{l-1} + X^l$. Then it is easy to see that $[\mathbb{F}_p(\vartheta_0, \ldots, \vartheta_{l-1}) : \mathbb{F}_p] = q^k$, and so one of the $\vartheta_i$'s must have degree $q^k$ over $\mathbb{F}_p$. We can examine each $\vartheta_i$ in turn until we find one such that $\vartheta_i^{q^k-1} \neq \vartheta_i$. Now let $\vartheta = \vartheta_i$. This has degree $q^k$ over $\mathbb{F}_p$.

To construct an irreducible polynomial of degree $q^e$ over $\mathbb{F}_p(\vartheta)$, as in Section 3.2, we break the problem into three cases: (1) $q \neq 2, \neq p$, (2) $q = 2, \neq p$, and (3) $q = p$.

**Case 1:** $q \neq 2, \neq p$

We assume that we have the field $\mathbb{F}_p(\xi)$, where $\xi$ is a primitive $q$-th root of unity, which we can obtain by factoring the $q$-th cyclotomic polynomial. Let $m = [\mathbb{F}_p(\xi) : \mathbb{F}_p]$, i.e., $m$ is the order of $p$ mod $q$. Since $m$ and $q$ are relatively prime, we can construct the tower of fields $\mathbb{F}_p \subset \mathbb{F}_p(\vartheta) \subset \mathbb{F}_p(\vartheta, \xi)$ where the degree of the first step in the tower is $q^k$ and the degree of the second is $m$.

We proceed to find a $q$-th nonresidue $a$ in $\mathbb{F}_p(\vartheta, \xi)$ as follows. Let $L$ be the subfield $\mathbb{F}_{p^{m(q^k-1)}}$ of $\mathbb{F}_p(\vartheta, \xi)$, and let $\sigma$ generate the Galois group of $\mathbb{F}_p(\vartheta, \xi)$ over $L$. We compute the Lagrange resolvents

$$(\vartheta^i) + \xi(\vartheta^i)^q + \cdots + \xi^{q-1}(\vartheta^i)^{q^{q-1}}$$

for $i = 1, \ldots, q - 1$. One can show that one of these resolvents, call it $a$, must be nonzero, and that $a^q$ is a $q$-th nonresidue in $L$ (see page 179 of [41]). It follows easily from Lemma 3.2 that $a$ is a $q$-th nonresidue in $\mathbb{F}_p(\vartheta, \xi)$, and that the polynomial $X^q - a$ is irreducible over $\mathbb{F}_p(\vartheta, \xi)$. So if we adjoin a root $\beta$ of this polynomial to $\mathbb{F}_p(\vartheta, \xi)$, we obtain the tower of fields $\mathbb{F}_p \subset \mathbb{F}_p(\vartheta) \subset \mathbb{F}_p(\vartheta, \xi) \subset \mathbb{F}_p(\vartheta, \xi, \beta)$. We can now compute $\gamma = T(\beta)$ where $T$ is the trace from $\mathbb{F}_p(\vartheta, \xi, \beta)$ down to $\mathbb{F}_{p^{v_k+e}}$. By reasoning identical to that in Section 3.2, we can prove that $\gamma$ has degree $q^e$ over $\mathbb{F}_p(\vartheta)$, and hence we can compute the minimum polynomial of $\gamma$ over $\mathbb{F}_p(\vartheta)$ to obtain an irreducible polynomial of degree $q^e$ over $\mathbb{F}_p(\vartheta)$. 
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Case 2: \( q = 2, \neq p \)

Let \( L \) be the subfield \( \mathbf{F}_p^{2^{k-1}} \) of \( \mathbf{F}_p(\vartheta) \), and let \( \sigma \) generate the Galois group of \( \mathbf{F}_p(\vartheta) \) over \( L \). Compute the Lagrange resolvent \( a = \vartheta - \vartheta^\sigma \). Then \( a^2 \) is a quadratic nonresidue in \( L \). If \( k > 1 \) or \( p \equiv 1 \pmod{4} \), then \( a \) is a quadratic nonresidue in \( \mathbf{F}_p(\vartheta) \) and the polynomial \( X^{2^k} - a \) is irreducible over \( \mathbf{F}_p(\vartheta) \). Otherwise, \( k = 1 \) and \( p \equiv -1 \pmod{4} \). Let \( p^2 - 1 = 2^s t \), and take \( s - 2 \) successive square roots of \( a \) in \( \mathbf{F}_p(\vartheta) \) using the formula in Section 3.2, obtaining a \( 2^{s-2} \)-th root \( b \) of \( a \). Then \( b \) is a quadratic nonresidue in \( \mathbf{F}_p(\vartheta) \), and so \( X^{2^k} - b \) is irreducible over \( \mathbf{F}_p(\vartheta) \).

Case 3: \( q = p \)

As in Section 3.2, we inductively construct a sequence of irreducible polynomials over \( \mathbf{F}_p(\vartheta) \) of degrees \( p, p^2, \ldots, p^r \). Everything is essentially the same as in Section 3.2, but to get this inductive process started, we need to find an element \( a \) in \( \mathbf{F}_p(\vartheta) \) such that \( X^p - X - a \) is irreducible. A nice way to do this, given that we have the minimum polynomial of \( \vartheta \) over \( \mathbf{F}_p \), is as follows. Suppose the minimum polynomial of \( \vartheta \) over \( \mathbf{F}_p \) is \( X^{p^k} + a_1 X^{p^{k-1}} + \cdots + a_p X + 1 \). Let \( i \) be the least positive integer smaller than \( p^k \) such that \( i \neq 0 \pmod{p} \) and \( a_i \neq 0 \). We claim that such an \( i \) exists, and that \( X^p - X - \vartheta^i \) is irreducible over \( \mathbf{F}_p(\vartheta) \).

To prove this claim, we first observe that such an \( i \) must exist, since otherwise the minimum polynomial of \( \vartheta \) over \( \mathbf{F}_p \) would be a perfect \( p \)-th power. Second, one can show that the polynomial \( X^p - X - a \) is irreducible over \( \mathbf{F}_p(\vartheta) \) if and only if \( T(a) \neq 0 \) where \( T \) is the trace from \( \mathbf{F}_p(\vartheta) \) down to \( \mathbf{F}_p \) (this follows from Hilbert’s Theorem 90, and the Artin-Schreier Theorem on p. 325 of [26]). But using Newton’s formulas (Lemma 2.1) we have the following recurrence relation:

\[
T(\vartheta) + a_1 T(\vartheta^{p-1}) + \cdots + a_{i-1} T(\vartheta) + ia_i = 0 \quad (i = 1, \ldots, p^k).
\]

The claim is now immediate.
3.5 Another Algorithm for Finding Irreducible Polynomials

In this section, we describe another deterministic algorithm for constructing irreducible polynomials over \( \mathbb{F}_p \) of degree \( n \). This algorithm, like that of Section 3.3, works by finding appropriate nonresidues in extension fields of \( \mathbb{F}_p \), and then uses the construction of Section 3.2 to obtain an irreducible polynomial; however, the method used to construct these nonresidues is different, and was suggested to the author by Lenstra [29].

The algorithm in this section has the advantage that it is somewhat simpler than the algorithm in Section 3.3. It also has the advantage that it is easily recast as a fast parallel algorithm when \( p \) is small, whereas the algorithm in Section 3.3 is not. It has the disadvantage that the dependence on \( p \) in the running time may be proportional to \( p^{1+\epsilon} \), whereas the dependence on \( p \) in the running time of the algorithm in Section 3.3 is at worst proportional to \( p^{1/2+\epsilon} \).

We shall first describe the algorithm; then, we will analyze its running time; finally, we will show how this algorithm can be recast as a fast parallel algorithm.

The Algorithm

As in Section 3.2, it will suffice, for each prime \( q \) such that \( q \mid n, q \neq p \), to find an irreducible polynomial \( f \in \mathbb{F}_p[X] \) of degree \( m \), where \( m \) is the order of \( p \mod q \), and a \( q \)-th nonresidue \( a \) in the field \( \mathbb{F}_p(\alpha) \), where \( \alpha \) is a root of \( f \).

To obtain \( f \), we proceed as follows. If \( m > 1 \), we recursively invoke the algorithm to construct an irreducible polynomial \( f \) of degree \( m \); otherwise, there is nothing to do (we can let \( f \) be any linear polynomial).

Let \( \alpha \) be a root of \( f \). To obtain a \( q \)-th nonresidue in \( \mathbb{F}_p(\alpha) \), we proceed as follows. Any element in the field \( \mathbb{F}_p(\alpha) \) can be expressed as \( g(\alpha) \) where \( g \in \mathbb{F}_p[X] \) is a polynomial of degree \( < m \). We want to find \( g \in \mathbb{F}_p[X] \) such that \( g(\alpha) \) is a \( q \)-th nonresidue. We do this by examining polynomials \( g \in \mathbb{F}_p[X] \) in lexicographic order until \( g(\alpha)^{(p^m-1)/q} \neq 1 \), where \( \sum_{i=0}^{m-1} a_i X^i \) is said to lexicographically precede \( \sum_{i=0}^{m-1} b_i X^i \) if for some \( j \), where \( 0 \leq j \leq m-1 \), we have \( a_j < b_j \) and \( a_i = b_i \) for \( i = j + 1, \ldots, m-1 \).
Complexity Analysis

The running time of this algorithm is determined by the number of recursive calls and the number of polynomials in $\mathbb{F}_p[X]$ that need to be examined in the search for a $q$-th nonresidue. We will establish bounds for both of these quantities with the following two claims.

Claim 1. No more than $\log n + 1$ recursive calls are made. The call tree is reminiscent of the Pratt primality tree [33]. To prove the claim, note that it is the job of each recursive call, other than that associated with $n$, to construct the $q$-th cyclotomic extension field for an odd prime $q$. To do this, it will in the worst case have to recursively construct $r$-th cyclotomic extensions for each odd prime $r \mid q - 1$. We show by induction on $q$ that the total number of calls required to construct the $q$-th cyclotomic extension is no more than $\log q$. For $q = 3$, exactly one call is made, as no further recursion is necessary. For $q > 3$, the total number is no more than 1 (for the call associated with $q$ itself) plus $\sum_r \log r$ where the sum is taken over all odd primes $r \mid q - 1$ (this follows from the induction hypothesis); it is easy to see that this quantity is no more than $\log q$. Thus, to construct an irreducible polynomial of degree $n$ for arbitrary $n$, the total number of calls made is no more than $1 + \sum_q \log q$, where the sum is taken over all odd primes $q \mid n$; obviously, this quantity is no more than $\log n + 1$. This proves the claim.

Claim 2. Let $d = \lfloor 2 \log_p m \rfloor$. If $0 < d < m$, then there exists a monic polynomial $g \in \mathbb{F}_p[X]$ of degree $d$ such that $g(\alpha)$ is a $q$-th nonresidue in $\mathbb{F}_p(\alpha)$. This claim is roughly analogous to Ankeny's theorem on the least quadratic nonresidue modulo a prime [3], except that our claim is unconditional, whereas Ankeny's theorem relies on the Extended Riemann Hypothesis. Our claim is a consequence of a theorem of Katz [23, Theorem 2]. Let $\mathbb{F}_{p^d}$ be a finite field with $p^d$ elements, and consider the $m$-dimensional $\mathbb{F}_{p^d}$-algebra $\mathbb{F}_{p^d}[X]/(f)$. Note that $\mathbb{F}_{p^d}[X]/(f)$ is not a field, unless $\gcd(d, m) = 1$. Note also that $\mathbb{F}_{p}[X]/(f)$ is also an algebra over $\mathbb{F}_{p}[X]/(f)$, since the latter can be embedded in a natural way into the former. The following picture should
help to clarify the situation:

\[
\begin{array}{c}
\text{F}_p[X]/(f) \\
m \downarrow \quad d \\
\text{F}_{p^d} \\
d \downarrow \quad m \\
\text{F}_p
\end{array}
\]

We will make use of characters on the group of units of \( \text{F}_{p^d}[X]/(f) \). A character on this group is a homomorphism from this group into the nonzero complex numbers. We extend the domain of a character to the entire ring by defining the value of the character to be zero for all non-units.

Suppose that \( \psi \) is a nontrivial multiplicative character on \( \text{F}_{p^d}[X]/(f) \). Then Katz' theorem implies that

\[
\left| \sum_{t \in \text{F}_{p^d}} \psi(X - t \mod f) \right| \leq (m - 1)p^{d/2}.
\]

To apply Katz' theorem, we first construct a nontrivial character \( \psi \) on \( \text{F}_{p^d}[X]/(f) \) in the following way. Let \( \chi \) be a character of order \( q \) on \( \text{F}_p(\alpha) = \text{F}_p[X]/(f) \). Let \( \sigma \) be a generator of the Galois group of \( \text{F}_{p^d} \) over \( \text{F}_p \). By coefficientwise application, \( \sigma \) naturally extends to \( \text{F}_{p^d}[X] \). By Galois theory, for any \( g \in \text{F}_{p^d}[X], gg^\sigma \cdots g^{\sigma^{d-1}} \) is in \( \text{F}_p[X] \). Let \( N : \text{F}_{p^d}[X] \rightarrow \text{F}_p[X]/(f) \) be defined by \( N(g) = gg^\sigma \cdots g^{\sigma^{d-1}} \mod f \). We want to define the map \( \tilde{N} : \text{F}_{p^d}[X]/(f) \rightarrow \text{F}_p[X]/(f) \) by \( \tilde{N}(g \mod f) = N(g) \), but to do this, we must show that this association is well defined. However, one can easily verify that if \( g_1 = g + hf \) for some \( h \in \text{F}_{p^d}[X] \), then \( N(g_1) = (g + hf)(g^\sigma + h^\sigma f) \cdots (g^{\sigma^{d-1}} + h^{\sigma^{d-1}} f) \mod f = N(g) \). Clearly, \( \tilde{N} \) is a multiplicative map and so we can define the character \( \psi = \chi \circ \tilde{N} \) on \( \text{F}_{p^d}[X]/(f) \). Finally, we want to show that \( \psi \) is nontrivial. This is easy to do: choose any \( g \in \text{F}_p[X] \) such that \( \chi(g \mod f) \neq 1 \); then \( \psi(g \mod f) = \chi(g^d \mod f) = \chi(g \mod f)^d \), which is different from 1 since \( d \neq 0 \mod q \).

Now consider the left hand side of the inequality \((*)\). Each term of the sum is nonzero since it can be written as \( \chi(g \mod f) \) where \( g \) is a nonzero polynomial in \( \text{F}_p[X] \) of degree less than \( m \), and hence relatively prime to \( f \).
But, since \( d = \lceil 2 \log_p m \rceil \), it follows that \( d > 2 \log_p (m - 1) \) which implies that \( p^d > (m - 1)p^{d/2} \), and hence not all of the terms in the sum can be equal to 1. Therefore, for some \( t \in \mathbb{F}_p^d \), we have \( \psi(X - t \mod f) \neq 1 \). This implies that \( \chi((X - t)(X - t^r) \cdots (X - t^{r^{d-1}}) \mod f) \) is different from 1. But \( (X - t)(X - t^r) \cdots (X - t^{r^{d-1}}) \) is a monic polynomial in \( \mathbb{F}_p[X] \) of degree \( d \), and so the claim is proved.

The second claim implies that if \( 0 < d < m \), then the number of polynomials we will examine is at most \( 2p^{[2 \log_p m]} < 2p^{2 \log_p m + 1} = 2(m^2 p) \). Certainly, this bound is valid when \( d = 0 \) or \( d \geq m \) as well. Testing if a candidate polynomial is a \( q \)-th power nonresidue can be done with \( O((\log p)m^{2+\epsilon}) \) \( \mathbb{F}_p \)-operations. Thus, the search for a \( q \)-th nonresidue can be done with \( O(p(\log p)m^{1+\epsilon}) \) \( \mathbb{F}_p \)-operations. It then follows from the first claim and the complexity analysis in Section 3.2 that the algorithm in this section for constructing an irreducible polynomial of degree \( n \) over \( \mathbb{F}_p \) can be performed with \( O(p(\log p)n^{1+\epsilon}) \) \( \mathbb{F}_p \)-operations.

**A Fast Parallel Algorithm**

We use uniform Boolean circuits as our model of parallel computation. We measure the complexity of these circuits (size and depth) as a function of a single input size parameter \( l \). A problem is in \( NC \) if there is a uniform family of Boolean circuits of size \( l^{O(1)} \) and depth \( (\log l)^{O(1)} \) that solves it. For more information on parallel complexity, see the survey article of Karp and Ramachandran [22].

If the characteristic \( p \) is small (i.e., \( p = l^{O(1)} \)), \( NC \) algorithms are known for all of the basic operations on polynomials over finite fields we require: addition, subtraction, multiplication, quotient/remainder, and modular exponentiation (see [43] and [20]). In the algorithm in this section, the size of the recursive call tree—and therefore its depth—is \( O(\log n) \), and we can search for \( q \)-th nonresidues among the \( O(m^2 p) \) candidates in parallel. Thus, we immediately obtain the following theorem.

**Theorem 3.8.** The problem of constructing an irreducible polynomial over \( \mathbb{F}_p \) of degree \( n \), given \( p, n = l^{O(1)} \), is in \( NC \).

**Remark 1.** Using the algorithm of Section 3.4, a similar theorem can be proved for constructing irreducible polynomials over finite extensions of \( \mathbb{F}_p \).
Remark 2. The algorithm of Section 3.3 is not easily recast as an $NC$ algorithm. The problem is this: we are required to take $k - 1$ successive $q$-th roots, where $k$ is the highest power to which $q$ divides $p^m - 1$. Typically, $k$ will be quite small, but the author knows of no general bound on $k$ other than the trivial one, $O((\log p)m)$. To obtain an $NC$ algorithm, a bound of $(\log p + \log m)^{O(1)}$ would be required.

Remark 3. The probabilistic algorithms of Rabin [34] and Ben-Or [6] give rise to randomized $NC$ algorithms for constructing irreducible polynomials (provided $p$ is small).

3.6 Open Questions

For fixed $p$, the probabilistic algorithm of Ben-Or for constructing an irreducible polynomial of degree $n$ over $\mathbb{F}_p$ runs in time $O(n^{2+\epsilon})$, whereas our algorithm requires time $O(n^{4+\epsilon})$ in the worst case. It is natural to ask if this time bound can be improved.

Now consider the construction of Section 3.5. In that section, we searched for a $q$-th power nonresidue in $\mathbb{F}_p(\alpha) = \mathbb{F}_{p^m}$ by examining polynomials in $\alpha$ over $\mathbb{F}_p$ in lexicographic order. If $p$ is large, in particular $p \geq m^2$, the theory in that section guarantees that one of $\alpha, \alpha + 1, \ldots, \alpha + (p - 1)$ is a $q$-th nonresidue in $\mathbb{F}_p(\alpha)$. We ask if, in this situation, we can get a nontrivial bound on the least integer $\delta$ such that $\alpha + \delta$ is a $q$-th power nonresidue, either unconditionally or under the assumption of the ERH.

Finally, the results in this section only address the problem of constructing irreducible polynomials. A more challenging problem is that of finding a primitive polynomial. An irreducible polynomial $f$ is called primitive if $\alpha$ generates the group $\mathbb{F}_{p^m}(\alpha)^*$, where $\alpha$ is a root of $f$. For this problem there are no known polynomial time algorithms, either deterministic or probabilistic, even when $p$ is small.
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