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1 Introduction

In this paper we shall be concerned principally with the general programming problem

\[
\begin{align*}
\text{minimize} \quad & \phi(x) \\
\text{subject to} \quad & x \in S
\end{align*}
\]

where \( \phi \) is a lower semicontinuous function defined on \( \mathbb{R}^n \), having values in \( \mathbb{R} \) and \( S \) is a closed set in \( \mathbb{R}^n \). For the most part we will be concerned with the convex program, where we assume further that \( \phi \) and \( S \) are convex. In this case, \( \phi_S \), defined by

\[
\phi_S(x) := \phi(x) + \psi_S(x)
\]

is a lower semicontinuous closed convex function, since the indicator function of the set \( S \), \( \psi_S \), is respectively closed and convex if and only if \( S \) is closed and convex. Thus (1) can be rewritten as

\[
\begin{align*}
\text{minimize} \quad & \phi_S(x) \\
\text{subject to} \quad & x \in \mathbb{R}^n
\end{align*}
\]

We write \( \bar{S} \) for the optimal solution set of (1), \( \bar{S} := \arg\min_{x \in S} \phi(x) \). We shall frequently require this set to be nonempty, in order that a projection operation onto this set is well-defined.

The principal concern of this work is a property that we call \textbf{weak sharp minima}. The motivation behind this definition comes from the literature where the idea of a \textbf{sharp minimum} or the equivalent notion of \textbf{strong uniqueness} has been used. The name sharp minimum, due to Polyak[11], is the subject of one of his papers[10]. References to strong uniqueness abound in the literature of approximation theory, for example [9], [4] and [1]. The definition is as follows.

\textbf{Definition 1} A function \( \phi \) defined on a set \( S \) is said to have a \textbf{sharp minimum} at \( \bar{x} \in S \) if there exists an \( \alpha > 0 \) such that

\[
\phi(x) - \phi(\bar{x}) \geq \alpha \|x - \bar{x}\| \quad \text{for all } x \in S,
\]

where \( \| \cdot \| \) represents some norm on \( \mathbb{R}^n \).
The essential idea is that we can place a norm function underneath $\phi$, which touches $\phi$ at $\bar{x}$ and has a strictly positive slope. Perhaps the principal shortcoming of the concept of a sharp minimum is the implied uniqueness of the solution of the problem. This immediately rules out one of the most fundamental problems of optimization, namely linear programming. In contrast, our new concept of a weak sharp minimum, which we define below, avoids this serious difficulty.

We quickly describe our notation. All vectors are column vectors and given a vector $x$, we denote its $i$th component by $x_i$. We say $x \geq 0$ if one has $x_i \geq 0$ for all $i$. For a given scalar $\lambda$, we define $(\lambda)_+ := \max\{0, \lambda\}$. If $x \in \mathbb{R}^n$, we write $x_+$ for the vector whose $i$th component is $(x_i)_+$. Superscripts are used to distinguish between vectors, e.g., $x^1$, $x^2$, etc. We use $\langle \cdot, \cdot \rangle$ for the inner product. If $K$ is any set, we define the indicator function of that set, $\psi_K$, as

$$\psi_K(x) = \begin{cases} 
0 & \text{if } x \in K \\
\infty & \text{if } x \notin K
\end{cases}$$

and

$$\text{cone } K := \{\mu x \mid x \in K, \mu > 0\}$$

The distance function, $d(\cdot, K)$, is defined by

$$d(x, K) := \inf\{\|x - y\| \mid y \in K\}$$

where $\|\cdot\|$ represents a given norm. If $K$ is a closed convex set in $\mathbb{R}^n$, then given $x \in \mathbb{R}^n$, we write $P_K(x)$ for the projection of $x$ on $K$

$$P_K(x) := \arg\min\{\|z - x\| \mid z \in K\}$$

and the normal cone of $K$ at $x$ is given by

$$N_K(x) := \{x^* \mid \langle x^*, y - x \rangle \leq 0 \quad \forall y \in K\}$$

$B$ represents the closed unit ball in $\mathbb{R}^n$. 3
2 Subgradients and weak sharp minima

The following is our central definition.

**Definition 2** Let $\bar{S}$ be the non-empty optimal solution set of (1). We say that $\phi$ has a weak sharp minimum (on $S$) if for some norm on $\mathbb{R}^n$ there exists an $\alpha > 0$ such that for all $x \in S$

$$\phi(x) - \phi(P_{\bar{S}}(x)) \geq \alpha \|x - P_{\bar{S}}(x)\|$$

where $P_{\bar{S}}(\cdot)$ is the projection onto $\bar{S}$ under the given norm.

Note that the definition holds independently of any convexity assumptions on $S$ and $\phi$, provided that the projection is well defined. Furthermore, we note that for any norm $\phi(P_{\bar{S}}(p)x)$ is a constant for every $x \in S$, so we can rewrite the above using

$$\bar{\phi} := \phi(P_{\bar{S}}(x))$$

Our first task is to show that this definition is independent of the choice of norm on the space $\mathbb{R}^n$. This essentially relies upon the equivalence of norms in finite dimensional spaces.

**Lemma 3** $\phi$ has a weak sharp minimum (on $S$) $\iff$

$$\phi(x) - \bar{\phi} \geq \beta_2 \|x - P_{\bar{S}}(x)\|_2 \text{ for some } \beta_2 > 0$$

**Proof** It follows from the definition that

$$\phi(x) - \bar{\phi} \geq \beta_p \|x - P_{p,\bar{S}}(x)\|_p$$

for some norm $\|\cdot\|_p$. Hence

$$\phi(x) - \bar{\phi} \geq \beta_p \gamma_{p,2} \|x - P_{p,\bar{S}}(x)\|_2 \geq \beta_p \gamma_{p,2} \|x - P_{2,\bar{S}}(x)\|_2$$

by the equivalence of norms on $\mathbb{R}^n$ and the definition of the projection operator. \qed
We recall the definition of a sharp minimum (given by Definition 1) in order to motivate Definition 2, and the term “weak” sharp minimum. The following lemma, which is easy to prove, gives the connection between these properties when the function φ is convex.

**Lemma 4** Suppose that φ is a convex function defined on a convex set S.

(a) φ has a sharp minimum at \( \bar{x} \) on S

(b) \( \bar{x} \) is the unique minimum of φ on S, that is \( \operatorname{arg \min}_{x \in S} \phi(x) = \{ \bar{x} \} \)

(c) \( 0 \in \operatorname{int} \partial \phi_S(\bar{x}) \)

(d) φ has a weak sharp minimum on S

(e) φ has a weak sharp minimum on S and \( \operatorname{arg \min}_{x \in S} \phi(x) = \{ \bar{x} \} \)

Then

\[ (a) \iff (c) \implies (b) \]

and

\[ (e) \implies (a) \implies (d) \]

We now prove a generalization of the above result for a weak sharp minimum. In the sequel it is assumed that \( \| \cdot \| = \| \cdot \|_2 \). In this section, φ and S are convex, and we assume \( \bar{S} \) is nonempty. We use the following notation

\[ \partial \phi_S(\bar{S}) := \bigcup_{x \in \bar{S}} \partial \phi_S(x) \]

To generalize the subgradient condition given above, we introduce the following set

\[ K_S := \operatorname{cone}\{ x - P_S(x) \mid x \in \mathbb{R}^n \} \]

The use of this set enables us to ignore the directions of recession of the optimal solution set. The following lemmas are essentially technical in nature. They are useful in the proofs of the main results of this paper and show more clearly how \( K_S \) relates to our problem. The first lemma gives a characterization of the projection operator.
Lemma 5 Let $C$ be a non-empty, closed convex set in $\mathbb{R}^n$ and $p \in C$. Then

$$\langle z - p, c - p \rangle \leq 0 \text{ for all } c \in C \iff p = P_C(z)$$

An easy corollary of this result is

Corollary 6 A necessary and sufficient condition for the linear functional $\langle x^*, \cdot \rangle$ to attain its supremum over $\bar{S}$ is that $x^* \in K_{\bar{S}}$.

Furthermore, when $\bar{S}$ is compact, the following holds

Lemma 7 If $\bar{S}$ is compact then $K_{\bar{S}} = \mathbb{R}^n$.

Proof Clearly, $K_{\bar{S}} \subseteq \mathbb{R}^n$. For the converse, let $y \in \mathbb{R}^n$. The function $\langle y, \cdot \rangle$ is continuous and hence, by compactness of $\bar{S}$, the problem

$$\max_{z \in \bar{S}} \langle y, z \rangle$$

has a solution $z^* \in \bar{S}$. Let $\bar{z} = z^* + y$, so that it remains to prove $z^* = P_{\bar{S}}(\bar{z})$. However, $\langle y, z^* \rangle \geq \langle y, z \rangle$ for all $z \in \bar{S}$, so that

$$\langle \bar{z} - z^*, z - z^* \rangle \leq 0 \text{ for all } z \in \bar{S}$$

implying that $z^* = P_{\bar{S}}(\bar{z})$, by Lemma 5.  

We can now relate the distance function given in the introduction to the set $K_{\bar{S}}$.

Lemma 8

$$d(y, \bar{S}) = \sup_{x^* \in \mathbb{B} \cap K_{\bar{S}}} \{(x^*, y) - \psi^*_\bar{S}(x^*)\}$$
Proof  By [13, page 146]

\[ d(y, \bar{S}) = \sup_{x^* \in B} \{ (x^*, y) - \psi^*_S(x^*) \} \]

\[ = \sup_{x^* \in B \cap K_S} \{ (x^*, y) - \psi^*_S(x^*) \} \]

We now show the reverse inequality. Let \( y \in \mathbb{R}^n \) and define \( z := y - P_S(x) \). It follows from the definition that \( d(y, \bar{S}) \leq \| z \| \) and

\[ \sup_{x^* \in B \cap K_S} \{ (x^*, y) - \psi^*_S(x^*) \} \geq \left\langle \frac{z}{\| z \|}, y \right\rangle - \psi^*_S\left( \frac{z}{\| z \|} \right) \]

\[ = \left\langle \frac{z}{\| z \|}, y \right\rangle + \left\langle \frac{z}{\| z \|}, P_S(y) \right\rangle - \psi^*_S\left( \frac{z}{\| z \|} \right) \]

\[ = \| z \| \]

the last inequality following from Lemma 5. □

The main result of this section follows. We relate the definition of a weak sharp minimum to the subdifferentials of the optimal solution set.

Theorem 9 \( \phi \) has a weak sharp minimum on \( S \) if and only if there exists \( \epsilon > 0 \) with

\[ \epsilon (B \cap K_{\bar{S}}) \subseteq \partial \phi_S(\bar{S}) \]

Proof  \( \Rightarrow \) Suppose that \( \phi \) has a weak sharp minimum (on \( S \)). Let \( x^* \in B \cap K_{\bar{S}} \). It follows from the definition of a weak sharp minimum, that \( \forall y \in S \)

\[ \phi(y) \geq \bar{\phi} + \alpha d(y, \bar{S}) \]

and hence

\[ \phi_S(y) \geq \bar{\phi} + \alpha d(y, \bar{S}) \quad \forall y \]
where the distance and indicator functions are defined in the introduction. By Lemma 8

\[
\phi_S(y) \geq \bar{\phi} + \alpha d(y, \bar{S})
\]

\[
= \bar{\phi} + \alpha \sup_{z^* \in B \cap K_S} ((z^*, y) - \psi_S^*(x^*))
\]

and since \( x^* \in B \cap K_S \)

\[
\phi_S(y) \geq \bar{\phi} + \alpha ((z^*, y) - \psi_S^*(x^*))
\]

\[
= \bar{\phi} + \alpha ((z^*, y) - \sup_{z \in \bar{S}} (x^*, z))
\]

However, by Corollary 6, the supremum is attained at a particular point \( \bar{x} \) depending on \( x^* \). Thus

\[
\phi_S(y) \geq \bar{\phi} + \alpha ((x^*, y) - (x^*, \bar{x}(x^*)))
\]

and since \( \bar{x}(x^*) \in \bar{S} \), it follows that

\[
\phi_S(y) \geq \phi_S(\bar{x}(x^*)) + (\alpha x^*, y - \bar{x}(x^*))
\]

Hence \( \alpha x^* \in \partial \phi_S(\bar{x}(x^*)) \subseteq \partial \phi_S(\bar{S}) \). Now \( x^* \) arbitrary in \( B \cap K_S \) implies \( \alpha (B \cap K_S) \subseteq \partial \phi_S(\bar{S}) \).

\((\Leftarrow)\) Suppose that \( \epsilon(B \cap K_S) \subseteq \text{int} \partial \phi_S(\bar{S}) \) and let \( x \in S \). This means that

\[
\forall x^* \in B \cap K_S \ \exists \bar{x} \in \bar{S} \text{ such that } \epsilon x^* \in \partial \phi_S(\bar{x})
\]

Hence, for all \( y \)

\[
\phi_S(y) \geq \bar{\phi} + (\epsilon x^*, y - \bar{x})
\]  \hspace{1cm} (3)

which gives

\[
0 \geq (x^*, y - \bar{x}) \ \forall y \in \bar{S}
\]

and hence \( \psi_S^*(x^*) = (x^*, \bar{x}) \). It now follows from (3) and the linearity of \( (,\) that for all \( y \)

\[
\phi_S(y) \geq \bar{\phi} + (\epsilon x^*, y - \bar{x})
\]

\[
= \bar{\phi} + \epsilon ((x^*, y) - \psi_S^*(x^*))
\]
so that, for all $y$

$$
\phi_S(y) \geq \bar{\phi} + \epsilon \sup_{x^* \in S} \{ (x^*, y) - \psi_S^*(x^*) \} \\
= \bar{\phi} + \epsilon d(y, \bar{S})
$$

by Lemma 8. Since $x \in S$, we find $\phi(x) \geq \bar{\phi} + \epsilon \| x - P_S(x) \|$. □

**Corollary 10** If $\bar{S}$ is compact then a weak sharp minimum is equivalent to

$$
0 \in \text{int} \partial \phi_S(\bar{S})
$$

### 3 Penalty functions with empty feasible sets

Consider the constrained minimization problem

$$
\begin{align*}
\text{minimize} & \quad \phi(x) \\
\text{subject to} & \quad x \in S := X_0 \cap X_1
\end{align*}
$$

where $X_0$ and $X_1$ are subsets of $\mathbb{R}^n$ and $\phi: X_0 \to \mathbb{R}$. We propose to prove a series of results concerning the application of penalty functions to (4), with the minimum of assumptions, much in the spirit of Mangasarian[6]. In particular, the aim will be to remove the standard assumption of feasibility of the problem, that is to say that the feasible set, $S$, may be empty.

A well-known approach to solve an optimization problem is to use a penalty function and to minimize a combination of the objective function and a penalty parameter multiplied by some function which penalizes the constraint violation, increasing the penalty parameter to infinity in order to obtain a solution to the original problem. It is contended here that this approach may not necessarily be the best manner of treating the problem, especially for an ill-posed problem for which the feasible region may be empty. More precisely, one should try to find the point which minimizes the objective amongst those points which minimize the constraint violation, since this approach will give an answer which may be of some use in the case of an empty or nearly empty feasible set. However, in this section,
we show that under relatively few assumptions, this is indeed what the penalty method produces.

To this end, we associate with (4), the classical exterior penalty problem

$$\min_{x \in X_0} \quad P(x, \alpha) := \phi(x) + \alpha Q(x)$$

(5)

where $\alpha$ is in $\mathbb{R}_+$, and $Q: X_0 \to \mathbb{R}_+$ is a penalty function for $S$, that is, $Q(x) = 0$ for $x \in S$ and $Q(x) > 0$, otherwise.

**Lemma 11** Suppose that for some $\alpha^* \geq 0$, $P(x, \alpha^*)$ is bounded below on $X_0$. Then

$$\inf_{x \in S} \phi(x) > -\infty$$

**Proof** If $S = \emptyset$, then the result is trivial. Otherwise, assume there exits a sequence $\{x^i\} \subseteq S$, such that $\lim_{i \to \infty} \phi(x^i) = -\infty$. However, on $S$, $Q(x) = 0$, so that this sequence means that $P(x^i, \alpha^*)$ is unbounded below, which is a contradiction. ■

The following elementary but very useful monotonicity result is found in [6]. The statement of the proposition given here is simplified by the observation made in Lemma 11.

**Proposition 12** Let $x^i \in X_0$ be a solution of

$$\min_{x \in X_0} \quad P(x, \alpha_i)$$

for $i = 1, 2$ with $\alpha_2 > \alpha_1 \geq 0$. Then

$$Q(x^1) \geq Q(x^2)$$

$$\phi(x^1) \leq \phi(x^2)$$

$$P(x^1, \alpha_1) \leq P(x^2, \alpha_2)$$
The following theorem goes some way to proving the result that we outlined in the introduction of this section. However, there is no guarantee here that the sequence \( \{x^i\} \) converges, or even has an accumulation point – this will be considered later in this section. Furthermore, the inequality given by (6) may be strict, and we have to wait until we have described the concept of sharp penalty functions in order to make this an equality.

**Theorem 13** Let \( \{\alpha_i\} \) be an increasing unbounded sequence of positive numbers and let \( \{x^i\} \) be a corresponding sequence of points in \( X_0 \setminus S \) such that

\[ -\infty < P(x^i, \alpha_i) = \min_{x \in X_0} P(x, \alpha_i). \]

If we define \( \bar{Q} := \lim_{i \to \infty} Q(x^i) \), then

\[ \bar{Q} = \inf_{x \in X_0} Q(x) \]

Further, if we let

\[ X_Q := \{ x \in X_0 \mid Q(x) \leq \bar{Q} \} \]

and assume \( X_Q \neq \emptyset \) then

\[ -\infty < \lim_{i \to \infty} \phi(x^i) \leq \inf_{x \in X_Q} \phi(x) \quad (6) \]

**Proof** It follows from Proposition 12 that the sequence \( \{Q(x^i)\} \) is nonincreasing and bounded below by 0, and hence converges to some \( \bar{Q} \geq 0 \) and \( Q(x^i) \geq \bar{Q} \), for \( i = 1, 2, \ldots \). Clearly \( \bar{Q} \geq \inf_{x \in X_0} Q(x) \), so we suppose that \( \bar{Q} > \inf_{x \in X_0} Q(x) \) and obtain a contradiction. Let \( \epsilon = \bar{Q} - \inf_{x \in X_0} Q(x) > 0 \). By the definition of infimum we know there exists \( \bar{x} \in X_0 \) such that \( Q(\bar{x}) \leq \bar{Q} - \epsilon/2 \). Then, for all \( i \), by the definition of \( x^i \)

\[ \phi(x^i) + \alpha_i Q(x^i) \leq \phi(\bar{x}) + \alpha_i Q(\bar{x}) \]

which implies that

\[ \alpha_i (Q(x^i) - Q(\bar{x})) \leq \phi(\bar{x}) - \phi(x^i) \]
and so

\[ \alpha_i \frac{\epsilon}{2} \leq \alpha_i (\bar{Q} - Q(\bar{x})) \]

\[ \leq \alpha_i (Q(x^i) - Q(\bar{x})) \]

\[ \leq \phi(\bar{x}) - \phi(x^i) \]

But Lemma 11 shows that \( \phi(x^i) \) is bounded below, so that \( \phi(\bar{x}) \) is unbounded above, a contradiction.

For the final part of the theorem we note from Proposition 12 that the sequence \( \{\phi(x^i)\} \) is nondecreasing. For any \( \epsilon > 0 \), pick \( x(\epsilon) \in X_Q \) such that

\[ \phi(x(\epsilon)) < \inf_{x \in X_Q} \phi(x) + \epsilon \]

Then

\[ \epsilon + \inf_{x \in X_Q} \phi(x) > \phi(x(\epsilon)) = P(x(\epsilon), \alpha_i) - \alpha_i \bar{Q} \]

\[ \geq P(x^i, \alpha_i) - \alpha_i \bar{Q} \]

\[ = \phi(x^i) + \alpha_i Q(x^i) - \alpha_i \bar{Q} \]

\[ \geq \phi(x^i) \]

Thus \( \phi(x^i) \leq \inf_{x \in X_Q} \phi(x) \) so that \( \{\phi(x^i)\} \) converges to \( \bar{\phi} \) and \( \phi(x^i) \leq \bar{\phi} \leq \inf_{x \in X_Q} \phi(x) \). \( \blacksquare \)

Note that if the feasible set \( S \) is nonempty, then the following lemma shows that the results of Mangasarian[6] can be recovered as special cases of the theory which is presented here. The proof is trivial and is omitted.

**Lemma 14** If \( S \neq \emptyset \) then \( X_Q = S \).

The following lemma clears up a loose end in Theorem 13. We specify a condition on \( Q \) which guarantees that either \( X_Q \neq \emptyset \) or the sequence \( \{x^i\} \) does not have an accumulation point. In the latter case, there is really nothing left to do; it would seem that the choice of penalty function was not a good one.
Lemma 15 Suppose that $Q$ is lower semicontinuous. Then either the sequence $\{x^i\}$ given in Theorem 13 has no accumulation point, or $X_Q \neq \emptyset$.

Proof Suppose $\{x^i\}$ has an accumulation point $\bar{x}$. Then, by lower semicontinuity

$$\inf_{y \in X_0} Q(y) = \lim_{j \to \infty} Q(x^{i_j}) \geq Q(\bar{x})$$

which implies that $\bar{x} \in X_Q$.  

We can also prove a stronger result in the case that the sequence $\{x^i\}$ has an accumulation point, namely that the accumulation point actually solves the original problem. In fact we show that the accumulation point does exactly what we had hoped for in the introduction to this section, it solves

$$\min_{x \in X_Q} \phi(x)$$

Theorem 16 Let $\{\alpha_i\}$ be an increasing unbounded sequence of positive numbers and let $\{x^i\}$ be a corresponding sequence of points in $X_0 \setminus S$ such that

$$P(x^i, \alpha_i) = \min_{x \in X_0} P(x, \alpha_i)$$

with an accumulation point $\bar{x} \in X_0$ and hence $X_Q \neq \emptyset$. If $\phi$ and $Q$ are lower semicontinuous at $\bar{x}$, then $Q(\bar{x}) = \bar{Q}$, and $\bar{x}$ solves

$$\min_{x \in X_Q} \phi(x)$$

(7)

Furthermore,

$$\lim_{j \to \infty} \alpha_i (Q(x^{i_j}) - \bar{Q}) = 0$$

(8)

where $\{x^{i_j}\}$ is a subsequence converging to $\bar{x} \in X_0$. 

13
**Proof** Let \( \{x^{ij}\} \) be a subsequence converging to \( \bar{x} \in X_0 \). It follows from Theorem 13 and the lower semicontinuity of \( Q \) that

\[
0 = \lim_{j \to \infty} (Q(x^{ij}) - \bar{Q}) \\
\geq Q(\bar{x}) - \bar{Q} \\
\geq 0
\]

Hence \( Q(\bar{x}) = \bar{Q} \) and \( \bar{x} \in X_Q \). We invoke Theorem 13 again and the lower semicontinuity of \( \phi \) to give

\[
\phi(\bar{x}) \leq \lim_{j \to \infty} \phi(x^{ij}) \leq \inf_{x \in X_Q} \phi(x)
\]

Since \( \bar{x} \in X_Q \), it follows that \( \bar{x} \) solves (7). To establish (8) we note that

\[
0 \geq P(x^{ij}, \alpha_{ij}) - P(\bar{x}, \alpha_{ij}) \\
= \phi(x^{ij}) - \phi(\bar{x}) + \alpha_{ij}(Q(x^{ij}) - \bar{Q})
\]

Hence

\[
\phi(\bar{x}) - \phi(x^{ij}) \geq \alpha_{ij}(Q(x^{ij}) - \bar{Q}) \\
\geq 0
\]

If we let \( j \to \infty \) and recall that \( \phi \) is lower semicontinuous at \( \bar{x} \) we conclude that

\[
\lim_{j \to \infty} \alpha_{ij}(Q(x^{ij}) - \bar{Q}) = 0
\]

as required. \( \blacksquare \)

## 4 Proximal point and weak sharp minima

The notion of a proximal point was introduced by Moreau[8] and has been extensively analysed by various researchers. In the sequel we give a brief description of the algorithm. We proceed to extend some of the results found in the literature on the finite termination of
the algorithm to the case where the problem being considered has a weak sharp minimum. It is assumed throughout that $S$ is a non-empty closed convex set and that $\phi$ is a proper closed convex function. It is easy to see from the definition of the subdifferential $\partial \phi_S$ that $\bar{x}$ is an optimal solution of the general convex programming problem (1) if and only if $0 \in \partial \phi_S(\bar{x})$. Therefore, the minimization problem (1) can be solved by finding a solution of a generalized equation $0 \in \partial \phi_S(x)$. It was shown by Brézis [3] that provided $\phi_S$ is a proper closed convex function, then the subdifferential is a maximal monotone operator and the resolvent, $J_\lambda$, defined by

$$J_\lambda = (I + \lambda \partial \phi_S)^{-1}$$

is a contraction and single-valued. Furthermore

$$0 \in \partial \phi_S(x) \iff x = J_\lambda x \text{ for some } \lambda > 0$$

The minimization problem (1) has thus been transformed into the problem of finding a fixed point of the resolvent $J_\lambda$ of the subdifferential $\partial \phi_S$. For any given starting point $x^0$, the proximal point method generates the following sequence of iterates $\{x^i\}$, obtained by the relation

$$x^{i+1} = J_{\lambda_i} x^i \quad (9)$$

where $\{\lambda_i\}$ is a sequence of positive numbers with $\lambda_i \geq \lambda > 0$, for all $i$. In fact, $x^{i+1}$ is the optimal solution of

$$\min_{x \in S} \phi(x) + \frac{1}{2\lambda_i} \|x - x^i\|^2$$

which is equivalent to

$$\min_{x \in \mathbb{R}^n} \phi_S(x) + \frac{1}{2\lambda_i} \|x - x^i\|^2 \quad (10)$$

since the minimizer of (10) must satisfy

$$0 \in \partial \phi_S(x^{i+1}) + \frac{1}{\lambda_i} (x^{i+1} - x^i)$$
and hence $x^{i+1}$ satisfies (9). Furthermore, $x^{i+1}$ is unique by the strong convexity of the objective of (10), and a little algebra shows that

$$x^{i+1} + \lambda_i v^{i+1} = x^i$$

(11)

where $v^{i+1} \in \partial \phi_S(x^{i+1})$. The following property follows easily from the above definitions.

**Lemma 17** (a) $\|v^i\|$ is non-increasing for $i = 1, 2, \ldots$

(b) If $\bar{S} \neq \emptyset$ then for any $z \in \bar{S}$

$$\|x^{i+1} - z\|^2 + \lambda_i^2 \|v^{i+1}\|^2 \leq \|x^i - z\|^2$$

**Proof** (a): By monotonicity of the subdifferential, we see

$$0 \leq \langle v^{i+1} - v^i, x^{i+1} - x^i \rangle$$

so that using (11)

$$0 \leq \langle v^{i+1} - v^i, -\lambda_i v^{i+1} \rangle$$

Hence

$$\|v^{i+1}\|^2 \leq \|v^{i+1}\| \|v^i\|$$

so that

$$\|v^{i+1}\| \leq \|v^i\|$$

(b): Let $z \in \bar{S}$. Then by (11)

$$\|x^{i+1} + \lambda_i v^{i+1} - z\|^2 = \|x^i - z\|^2$$

Thus

$$\|x^{i+1} - z\|^2 + 2\lambda_i \langle v^{i+1} - 0, x^{i+1} - z \rangle + \lambda_i^2 \|v^{i+1}\|^2 = \|x^i - z\|^2$$
but by monotonicity, and $0 \in \partial \phi(z)$

$$\langle v^{i+1} - 0, x^{i+1} - z \rangle \geq 0$$

so we get

$$\| x^{i+1} - z \|^2 + \lambda_i^2 \| v^{i+1} \|^2 \leq \| x^i - z \|^2$$

as required. ■

We are now able to prove the following lemma which is important for the proof of the ensuing theorem.

**Lemma 18** For any $\lambda > 0$, let $y = \lambda(x - P_S(z))$ and suppose that $y \in \partial \phi_S(w)$ for some $w \in \tilde{S}$. Then $y \in \partial \phi_S(P_S(z))$.

**Proof** We note that

$$y \in \partial \phi_S(w) \implies \phi_S(x) - \phi_S(w) \geq \langle y, x - w \rangle \forall x \in \mathbb{R}^n$$

and therefore

$$w, P_S(z) \in \tilde{S} \implies \phi_S(x) - \phi_S(P_S(z)) \geq \langle y, x - w \rangle \forall x \in \mathbb{R}^n$$

Now it follows from Lemma 5 that $\langle z - P_S(z), w - P_S(z) \rangle \leq 0$ so that multiplication by $\lambda > 0$ gives $\langle y, w - P_S(z) \rangle \leq 0$. Hence for all $x \in \mathbb{R}^n$

$$\phi_S(x) - \phi_S(P_S(z)) \geq \langle y, x - w \rangle + \langle y, w - P_S(z) \rangle$$

$$= \langle y, x - P_S(z) \rangle$$

that is, $y \in \partial \phi_S(P_S(z))$. ■

**Theorem 19** Suppose $\exists \epsilon > 0$ such that

$$\epsilon(B \cap K_S) \subseteq \partial \phi_S(\tilde{S})$$

If $\|w\| \leq \epsilon$ and $w \in \partial \phi_S(z)$ then $z \in \tilde{S}$.
Theorem 19. Let \( \epsilon > 0 \) be chosen so that \( \epsilon (B \cap K_S) \subseteq \partial \phi_S(S) \). We choose \( w \) with \( \|w\| < \epsilon \) and \( w \in \partial \phi_S(z) \).

Let us assume that \( z \neq P_S(z) \). We proceed to obtain a contradiction. Define

\[
y = \frac{\epsilon (z - P_S(z))}{\|z - P_S(z)\|}
\]

so that \( y \in \epsilon (B \cap K_S) \). It then follows that \( \exists z^v \in S \) with the property that \( y \in \partial \phi_S(z^v) \). The monotonicity of \( \partial \phi_S \) gives that

\[
0 \leq \langle z - z^v, w - y \rangle
\]

from whence it follows that

\[
\frac{\epsilon}{\|z - P_S(z)\|} \langle z - z^v, z - P_S(z) \rangle = \langle z - z^v, y \rangle \\
\leq \langle z - z^v, w \rangle \\
\leq \|z - z^v\| \|w\|
\]

Hence

\[
\|w\| \geq \epsilon \frac{\langle z - z^v, z - P_S(z) \rangle}{\|z - P_S(z)\| \|z - z^v\|}
\]

The result now follows using Lemma 18 which enables us to take \( z^v = P_S(z) \) and hence derive the contradiction \( \|w\| \geq \epsilon \). The proof is now complete since this gives \( z = P_S(z) \). \( \blacksquare \)

The following result is the central one of this section.

Corollary 20. Suppose \( \exists \epsilon > 0 \) such that

\[
\epsilon (B \cap K_S) \subseteq \partial \phi_S(S)
\]

Let \( \{\lambda_i\} \) be any positive sequence which is bounded below and let \( x^0 \in \mathbb{R}^n \). Then the proximal point algorithm terminates in a finite number of iterations.
Proof Let \( \lambda_i \geq \lambda > 0 \) for the given sequence. Then for any \( z \in \tilde{S} \) we have from Lemma 17 that the sequence \( \{\|x_i - z\|\} \) is bounded and hence converges. If we invoke the lemma again for \( i = 0, \ldots, N \) and sum, the following inequality results

\[
\|x^{N+1} - z\|^2 + \sum_{i=0}^{N} \lambda_i^2 \|v^{i+1}\|^2 \leq \|x^0 - z\|^2
\]

Using the above observations, it is clear that

\[
\sum_{i=0}^{N} \lambda_i^2 \|v^{i+1}\|^2 \leq M
\]

so that

\[
\lambda^2 \|v^{N+1}\|^2 (N + 1) \leq M
\]

by non-increasing property of \( \|v^i\| \) given in Lemma 17. Hence, there exists a sufficiently large but finite \( N \) such that

\[
\|v^{N+1}\|^2 \leq \frac{M}{\lambda^2 (N + 1)} < \epsilon^2
\]

where \( \epsilon \) is given in Theorem 19. It then follows from Theorem 19 that \( x^{N+1} \) is in the solution set.

The following relationship between the solution of the proximal point method and the previous iterate is an aid to understanding the algorithm. It states that, in fact, the proximal point algorithm terminates with the closest point in the solution set to the last non-optimal iterate. This result should add some clarification to the naming of the proximal point algorithm, since it attempts to find the minimizer of \( \phi \) on \( S \) which is proximal to \( x^i \).

Theorem 21 Suppose that the proximal point algorithm terminates in a finite number of iterations, \( k \) say. Then \( x^k = P_S(x^{k-1}) \).
Proof  Note from the definition of the proximal point algorithm that, for all $x \in \mathbb{R}^n$

$$\phi_S(x) - \phi_S(x^k) \geq \langle v^k, x - x^k \rangle$$

Substituting $P_S(x^{k-1})$ for $x$, we get

$$0 \geq \langle v^k, P_S(x^{k-1}) - x^k \rangle$$

and since $\lambda_{k-1} > 0$ we see that

$$0 \geq \langle x^{k-1} - x^k, P_S(x^{k-1}) - x^k \rangle$$

Lemma 5 gives

$$0 \geq \langle x^{k-1} - P_S(x^{k-1}), x^k - P_S(x^{k-1}) \rangle$$

so by adding the above inequalities we get

$$0 \geq \langle x^k - x^{k-1}, x^k - P_S(x^{k-1}) \rangle + \langle x^{k-1} - P_S(x^{k-1}), x^k - P_S(x^{k-1}) \rangle$$

$$= \|x^k - P_S(x^{k-1})\|^2$$

and hence $x^k = P_S(x^{k-1})$. $\blacksquare$

The next two theorems provide a strong link between the subgradient condition associated with a weak sharp minimum and the proximal point algorithm.

**Theorem 22**  Suppose $\exists \epsilon > 0$ such that

$$\epsilon(B \cap K_S) \subseteq \partial \phi_S(\bar{S})$$

Then for any given $x^0$, the proximal point algorithm terminates in one iteration for a sufficiently large choice of $\lambda$. 
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Proof Let $\epsilon > 0$ be chosen so that $\epsilon(B \cap K_S) \subseteq \partial \phi_S(\bar{S})$. We assume that $x^1 \neq P_S(x^0)$. Define

$$y = \frac{\epsilon(x^1 - P_S(x^0))}{\|x^1 - P_S(x^0)\|}$$

so that $y \in \epsilon(B \cap K_S)$, and hence that for some $z^y \in \bar{S}$, $y \in \partial \phi_S(z^y)$. The monotonicity of $\partial \phi_S$ gives

$$0 \leq \langle x^1 - z^y, v^1 - y \rangle$$

from whence it follows that

$$\langle x^1 - z^y, y \rangle \leq \langle x^1 - z^y, v^1 \rangle \leq \|x^1 - z^y\| \|v^1\|$$

Hence

$$\|v^1\| \geq \epsilon \frac{\langle x^1 - z^y, x^1 - P_S(x^0) \rangle}{\|x^1 - P_S(x^0)\| \|x^1 - z^y\|} = \epsilon$$

the last equality by taking $z^y = P_S(z)$ which is possible from Lemma 18. Now choose $\lambda > d(x^0, \bar{S})/\epsilon$. By Lemma 17 we see that

$$\|x^1 - P_S(x^0)\|^2 + \lambda^2 \|v^1\|^2 \leq \|x^0 - P_S(x^0)\|^2$$

so that

$$\|x^1 - P_S(x^0)\|^2 \leq [d(x^0, \bar{S})]^2 - \lambda^2 \|v^1\|^2$$

$$< \lambda^2 \epsilon^2 - \lambda^2 \|v^1\|^2$$

$$\leq 0$$

The last inequality follows from (12). But this is a contradiction and so $x^1 = P_S(x^0)$. \[\blacksquare\]

Corollary 20 and Theorem 22 are generalizations of the corresponding results first obtained for linear programs by Polyak and Tretiyakov[12].
Theorem 23 Suppose that the proximal point algorithm terminates in one step for any \( x^0 \in \mathbb{R}^n \) and that \( \partial \phi_S(\tilde{S}) \) is compact. Then \( \exists \epsilon > 0 \) such that

\[
\epsilon (B \cap K_S) \subseteq \partial \phi_S(\tilde{S})
\]

Proof Let

\[
y = \frac{x^0 - P_S(x^0)}{\|x^0 - P_S(x^0)\|}
\]

for some \( x^0 \). We show \( \exists \lambda \) with \( \frac{\epsilon}{\lambda} \in \partial \phi_S(\tilde{S}) \) for all \( \lambda \geq \lambda \). The hypothesis of the theorem guarantees the existence of \( \lambda(x^0) \) with

\[
P_S(x^0) = x^1 = x^0 - \lambda(x^0)v^1(x^0)
\]

However, by properties of the proximal point algorithm,

\[
v^1(x^0) \in \partial \phi_S(x^1) = \partial \phi_S(P_S(x^0)) \subseteq \partial \phi_S(\tilde{S})
\]

Since \( \partial \phi_S(\tilde{S}) \) is compact, it follows that, for every \( x^0 \), generated as above, \( \|v^1(x^0)\| \leq M \) which gives

\[
\left| \lambda(x^0) \right| = \frac{1}{\|v^1(x^0)\|} \geq \frac{1}{M} =: \bar{\lambda}
\]

Hence, for all \( \lambda \geq \bar{\lambda} \)

\[
\frac{y}{\lambda} = v^1(x^0) \in \partial \phi_S(\tilde{S})
\]

The result now follows easily. \( \blacksquare \)

Corollary 24 If proximal point terminates in one iteration for any \( x^0 \in \mathbb{R}^n \) and \( \tilde{S} \) is compact then \( 0 \in \text{int} \partial \phi_S(\tilde{S}) \).

Proof \( \partial \phi_S(\tilde{S}) \) is compact by [13, Theorem 24.7] and \( K_S = \mathbb{R}^n \) by Lemma 7. \( \blacksquare \)
5 Perturbations and weak sharp minima

In this section, our interest lies primarily with the perturbed problem \( P(\epsilon) \) defined as follows:

\[
\min_{x \in S} \phi(x) + \epsilon f(x)
\]

where \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) and \( \epsilon \) is a nonnegative real number. For convenience we define the optimal solution set of (13) as \( \bar{S}(\epsilon) \). The following result is elementary and easy to prove.

**Lemma 25**

\[
\begin{align*}
\epsilon > 0 \\
\bar{x} \in \bar{S}(\epsilon) \subseteq \bar{S}
\end{align*}
\]

\[\implies \bar{x} \in \arg\min_{x \in \bar{S}} f(x)\]

**Proof** Suppose to the contrary that \( \bar{x} \notin \arg\min_{x \in \bar{S}} f(x) \). Then there is some \( \bar{y} \in \bar{S} \) such that \( f(\bar{y}) < f(\bar{x}) \). However, for every \( x \in S \),

\[
\phi(\bar{x}) + \epsilon f(\bar{x}) \leq \phi(x) + \epsilon f(x).
\]

In particular, since \( \bar{S} \subseteq S \), \( \phi(\bar{x}) + \epsilon f(\bar{x}) \leq \phi(\bar{y}) + \epsilon f(\bar{y}) \), so that \( \bar{x}, \bar{y} \in \bar{S} \) implies \( \epsilon f(\bar{x}) \leq \epsilon f(\bar{y}) \). This is a contradiction since \( \epsilon > 0 \). \( \blacksquare \)

The converse result needs more work and relies upon the notion of a weak sharp minimum. We shall need another definition, which will prove to be a central property throughout the thesis.

**Definition 26** For the problem

\[
\min_{x \in S} \phi(x)
\]

and for a perturbation function \( f \), the associated perturbed problem (13) is said to have the **finite perturbation property** if there exists a positive \( \epsilon \) such that for all \( \epsilon \in (0, \epsilon] \)

\[
\bar{S}_f = \bar{S}(\epsilon) \subseteq \bar{S}
\]

where \( \bar{S}_f = \arg\min_{x \in \bar{S}} f(x) \).
The proof of the following theorem is adapted from Mangasarian and Meyer[7].

**Theorem 27** Suppose that \( \phi \) is a convex function on \( S \), and that \( \phi \) has a weak sharp minimum on \( S \). Let \( \phi(x) + \epsilon^* f(x) \) be bounded below on \( S \) for some \( \epsilon^* > 0 \). Then the finite perturbation property holds provided that any of the following is true:

(a) A local Lipschitz property is satisfied by \( f \), namely there exist positive numbers \( k \) and \( K \) such that

\[
f(P_S(x)) - f(x) \leq K \|x - P_S(x)\| \quad \text{for } x \in S \quad \text{and} \quad \|x - P_S(x)\| \leq k
\]

(b) \( f \) is convex on some open convex set containing \( S \), and \( \bar{S} \) is compact

(c) \( f \) is strictly convex on some open convex set containing \( S \)

**Proof** Let \( \bar{x} \in \arg \min_{x \in S} f(x) \). We will first establish that \( \bar{x} \in \bar{S}(\epsilon) \subseteq \bar{S} \) for sufficiently small \( \epsilon \geq 0 \) under hypothesis (a) by showing that for sufficiently small \( \epsilon \geq 0 \)

\[
\phi(\bar{x}) + \epsilon f(\bar{x}) < \phi(x) + \epsilon f(x) \quad \text{for } x \in S \setminus \bar{S}
\]

and

\[
\phi(\bar{x}) + \epsilon f(\bar{x}) \leq \phi(x) + \epsilon f(x) \quad \text{for } x \in \bar{S}
\]

Inequality (16) holds because \( \bar{x} \) minimizes \( f \) on \( \bar{S} \). To establish (15), let \( x \in S \setminus \bar{S} \); thus \( x \neq P_S(x) \), and we consider the two following cases.

**Case 1:** \( 0 < \|P_S(x) - x\| \leq k \). The strict inequality (15) follows for \( \epsilon \in [0, \alpha/K] \) since

\[
\epsilon(f(\bar{x}) - f(x)) \leq \epsilon(f(P_S(x) - f(x)) \quad \text{by definitions of } \bar{x} \text{ and } P_S(x)
\]

\[
\leq \epsilon K \|P_S(x) - x\| \quad \text{by (14) and } \|x - P_S(x)\| \leq k
\]

\[
< \alpha \|P_S(x) - x\| \quad \text{by weak sharp minimum}
\]

\[
\leq \phi(x) - \phi(P_S(x)) \quad \text{by definition of } P_S(x)
\]
Case 2: \( \|P_S(x) - x\| > k \). Let \( \nu \) be such that
\[
\phi(x) + \epsilon^* f(x) \geq \nu + 1 > \nu
\]
for \( x \in S \), so that \( f(x) > \nu/\epsilon^* - \phi(x)/\epsilon^* \). By defining
\[
\rho := -\nu/\epsilon^* + f(\bar{x}) + \phi(\bar{x})/\epsilon^* > 0
\]
and noting that \( \phi(\bar{x}) = \phi(P_S(x)) \) for all \( x \in S \), we have that
\[
f(\bar{x}) - f(x) < [\phi(x) - \phi(P_S(x))]/\epsilon^* + \rho \quad \text{for } x \in S
\]
Since \( \|P_S(x) - x\| > k \), it follows that
\[
f(\bar{x}) - f(x) < [\phi(x) - \phi(P_S(x))]/\epsilon^* + (\rho/k) \|x - P_S(x)\|
\]
and so, for \( x \in S \)
\[
\gamma[f(\bar{x}) - f(x)] < \frac{\gamma}{\epsilon^*}[\phi(x) - \phi(P_S(x))] + \frac{\gamma \rho}{k} \|x - P_S(x)\| \quad (17)
\]
Consequently for \( \gamma \) small enough, that is, \( \gamma \in [0, \alpha k/\rho] \), the last term of (17) is less than or equal to \( \alpha \|x - P_S(x)\| \). Therefore, for such \( \gamma \)
\[
\gamma[f(\bar{x}) - f(x)] < \frac{\gamma}{\epsilon^*}[\phi(x) - \phi(P_S(x))] + \alpha \|x - P_S(x)\|
\]
\[
\leq \left[1 + \frac{\gamma}{\epsilon^*}\right][\phi(x) - \phi(\bar{x})]
\]
the last inequality coming from the weak sharp minimum assumption on \( \phi \). If we let
\[
\epsilon = \frac{\gamma}{(1 + \gamma/\epsilon^*)}
\]
then, for sufficiently small \( \epsilon \), (15) follows in this second case as well.
Now note that by choice of \( k \), hypothesis (b) implies (a) (see Theorem 10.4 of [13]), so that the proof will be completed by showing that the result holds under hypothesis (c) even when \( \bar{S} \) is not compact. Let

\[
T = \{ x \mid \| x - \bar{x} \| \leq k \}
\]

where \( k \) is some strictly positive number, let \( S' = S \cap T \), and let \( \bar{S}' = \bar{S} \cap T \). Note that \( S' \) is a compact convex set and that \( \bar{S}' \) is the set of optimal solutions of \( \min_{x \in S'} \phi(x) \), so that the preceding arguments imply that there exists an \( \epsilon' > 0 \) such that \( \bar{x} \in \bar{S}'(\epsilon) \subseteq \bar{S}' \) for \( \epsilon \in [0, \epsilon'] \) where \( \bar{S}'(\epsilon) \) denotes the solution set of \( \min_{x \in S \cap T} \phi(x) + \epsilon f(x) \). By the convexity of \( \phi(x) + \epsilon f(x) \), \( \bar{x} \in \bar{S}'(\epsilon) \) implies that \( \bar{x} \in \bar{S}(\epsilon) \) (since a local solution of \( P(\epsilon) \) must also be a global solution), and by strict convexity it follows that \( \bar{S}(\epsilon) = \{ \bar{x} \} \). Thus \( \bar{S}(\epsilon) \subseteq \bar{S} \) for \( \epsilon \in [0, \epsilon'] \), and since \( \bar{x} \in \bar{S}(\epsilon) \), the theorem is established under hypothesis (c).

The following theorem and corollary connects the perturbation results obtained in this section to the results obtained for the proximal point algorithm in the previous section.

**Theorem 28** Let \( x^0 \) be given and let

\[
f(x) = \frac{1}{2} \| x - x^0 \|^2
\]

Then the proximal point algorithm terminates in one step for sufficiently large \( \lambda \) provided that the finite perturbation property (Definition 26) holds.

**Proof** \( f \) is strictly convex implies that \( \arg \min_{x \in S} f(x) = \{ P_S(x^0) \} \). Hence \( \exists \bar{\epsilon} > 0 \) such that for all \( \epsilon \in (0, \bar{\epsilon}] \)

\[
P_S(x^0) \in \bar{S}(\epsilon) = \arg \min_{x \in S} \phi(x) + \frac{\epsilon}{2} \| x - x^0 \|^2
\]

Thus for all \( \lambda > 1/\bar{\epsilon} \)

\[
P_S(x^0) \in \arg \min_{x \in S} \phi(x) + \frac{1}{2\lambda} \| x - x^0 \|^2 = \{ x^1 \}
\]

Hence, \( x^1 = P_S(x^0) \), as was required. \( \blacksquare \)
Corollary 29 Under the hypotheses of Theorem 27, the proximal point algorithm terminates in one step for sufficiently large $\lambda$.

Proof Use Theorem 27 and Theorem 28.

Figure 1 summarizes briefly the results given in the previous sections.
6 Sharp penalty functions

We now assume that

\[ S = \{ x \in \mathbb{R}^n \mid g(x) \leq 0 \} \]

is a closed, convex (by convexity of \( g \)) but possibly empty set. The property of a weak sharp minima is closely related to the exactness of penalty functions in constrained optimization. We shall briefly discuss the connection between these concepts in this section.

In order to motivate our discussion, we consider some related notions which are found in the literature.

**Definition 30** A set of constraints, \( g(x) \leq 0 \), is called **sharp** if there is a positive number \( \alpha \) such that for each \( x \) there is a \( p \) with \( g(p) \leq 0 \) and \( \| x - p \| \leq \alpha \| g(x)_+ \| \).

Note that the equivalence of norms on \( \mathbb{R}^n \) ensures that the property of being sharp does not depend on the norm used. Brady[2] gives conditions under which a set of constraints is sharp. The name sharp constraints is justified by the following lemma.

**Lemma 31** Suppose \( g \) is a closed, convex function. The set of constraints \( g(x) \leq 0 \) is sharp if and only if the problem

\[
\begin{align*}
\minimize_{x \in \mathbb{R}^n} & \quad \| g(x)_+ \| \\
\end{align*}
\]

has a weak sharp minimum.

**Proof** The optimal solution set of (18), \( S \), is closed and convex. If problem (18) has a weak sharp minimum, then take \( p = P_S(x) \), which exists by the definition, and the result follows easily. Conversely, suppose that the constraints \( g(x) \leq 0 \) are sharp. Then \( S \) is nonempty and it follows that the projection operation onto this set is well-defined. Thus, since \( p \) is in the optimal solution set, it is immediate that

\[
\begin{align*}
\| x - P_S(x) \| & \leq \| x - p \| \\
& \leq \alpha \| g(x)_+ \| \\
& \leq \alpha \| g(x)_+ \| - \| g(P_S(x))_+ \| \\
\end{align*}
\]
and so (18) has a weak sharp minimum. ■

Although this observation identifies a large class of problems with weak sharp minima (in fact any set of constraints which has a condition constant leads to a problem with a weak sharp minimum) the definition of sharp constraints is too restrictive for our purposes since it implies the problems being considered are feasible. This leads to the following more general definition.

**Definition 3.2** Suppose we have a closed, convex set, \( S \), which may be empty. We define a **penalty function** for \( S \) to be any function, \( Q \), satisfying

(a) \( Q(x) = 0 \) for all \( x \in S \)

(b) \( Q(x) > 0 \) for \( x \notin S \)

We say that \( Q \) is a **sharp penalty function** for \( S \) if

\[
\min_{x \in X_0} Q(x),
\]

has a weak sharp minimum.

We note that \( X_0 \) is some subset of \( \mathbb{R}^n \). This is a weaker notion than sharp constraints as the following lemma shows.

**Lemma 3.3** Suppose \( g \) is a closed, convex function and the set of constraints \( g(x) \leq 0 \) is sharp. Then \( Q(x) = \| g(x) \|_+ \) is a sharp penalty function.

**Proof** Clearly \( Q(x) \) as defined above is a penalty function. Since \( g(x) \leq 0 \) are sharp constraints, the result follows from Lemma 31. ■

However, the sharp penalty function is precisely the notion which is needed in order to make the inequality (6) in Theorem 13 an equality. The penalty problem under consideration is

\[
\min_{x \in X_0} P(x, \alpha) = \phi(x) + \alpha Q(x)
\]
Theorem 34 Let \( \{\alpha_i\} \) be an increasing unbounded sequence of positive numbers and let \( \{x^i\} \) be a corresponding sequence of points in \( X_0 \setminus S \) such that

\[
-\infty < P(x^i, \alpha_i) = \min_{x \in X_0} P(x, \alpha_i)
\]

If we define \( \bar{Q} := \lim_{i \to \infty} Q(x^i) \), then

\[
\bar{Q} = \inf_{x \in X_0} Q(x)
\]

Further, if we let

\[
\bar{S}_Q := \{x \in X_0 \mid Q(x) \leq \bar{Q}\}
\]

and assume \( \bar{S}_Q \neq \emptyset \) and \( \phi \) is Lipschitz continuous on \( X_0 \), that is, \( \exists K > 0 \)

\[
|\phi(y) - \phi(x)| \leq K \|y - x\|
\]

for all \( x, y \in X_0 \) and the penalty function \( Q \) is sharp, then

\[
\lim_{i \to \infty} \phi(x^i) = \inf_{x \in \bar{S}_Q} \phi(x)
\]

Proof The first part of the Theorem is a restatement of Theorem 13. It therefore only remains to prove equality in the last statement of the theorem. By the definition of weak sharp minimum, we have

\[
\mu \left\| x^i - P_{S_Q}(x^i) \right\| \leq Q(x^i) - Q(P_{S_Q}(x^i))
\]

Hence, by the Lipschitz continuity of \( \phi \) we see that

\[
\phi(P_{S_Q}(x^i)) - \phi(x^i) \leq \left| \phi(x^i) - \phi(P_{S_Q}(x^i)) \right|
\]

\[
\leq K \left\| x^i - P_{S_Q}(x^i) \right\|
\]

\[
\leq \frac{K}{\mu}(Q(x^i) - \bar{Q})
\]
This inequality, coupled with the fact that $P_{S_Q}(x^i) \in \bar{S}_Q$ leads to the inequality

$$\phi(x^i) + \frac{K}{\mu}(Q(x^i) - \bar{Q}) \geq \phi(P_{S_Q}(x^i)) \geq \inf_{x \in \bar{S}_Q} \phi(x)$$

By Theorem 13, $\lim_{i \to \infty} Q(x^i) = \bar{Q}$, so taking the limit leads to the conclusion that

$$\lim_{i \to \infty} \phi(x^i) \geq \inf_{x \in \bar{S}_Q} \phi(x)$$

The equality now follows from Theorem 13. ■

We now perturb the penalty function by the objective function $\phi$. For ease of notation we will assume that $X_0 = \mathbb{R}^n$. Consider the problem

$$\text{minimize}_{x \in \mathbb{R}^n} \quad Q(x) + \epsilon \phi(x) \quad (20)$$

with assumed optimal solution set, $\bar{S}_Q(\epsilon)$. The following is an immediate corollary to Theorem 27.

**Theorem 35** Let $Q$ be a sharp penalty function for $S$. Suppose that one of the following holds for the function $\phi$:

(a) the local Lipschitz property, namely there exists positive numbers $k$ and $K$ such that

$$\phi(P_{S_Q}(x)) - \phi(x) \leq K \|x - P_{S_Q}(x)\| \text{ whenever } \|x - P_{S_Q}(x)\| \leq k$$

(b) $\phi$ is convex on $\mathbb{R}^n$ and $\bar{S}_Q$ is compact

(c) $\phi$ is strictly convex on $\mathbb{R}^n$

and that $Q + \epsilon^* \phi$ is bounded below on $\mathbb{R}^n$ for some $\epsilon^* > 0$. Then there exists an $\epsilon > 0$ such that for all $\epsilon \in (0, \bar{\epsilon}]$

$$\bar{S}_Q(\phi) = \bar{S}_Q(\epsilon) \subseteq \bar{S}_Q$$

where $\bar{S}_Q(\phi) := \arg\min_{x \in S_Q} \phi(x)$. (i.e. the finite perturbation property holds for this problem.)
The following theorem gives the result that we have been promising, that is, the sharp penalty function property is an exact penalty.

**Theorem 36** Suppose that one of the conditions (a), (b) or (c) of Theorem 35 holds for the function \( \phi \), and suppose that \( Q \) is a sharp penalty function for \( S \). Let \( \{ \alpha_i \} \) be an increasing unbounded sequence of positive numbers and let \( \{ x^i \} \) be a corresponding sequence of points in \( \mathbb{R}^n \setminus S \) such that

\[
-\infty < P(x^i, \alpha_i) = \min_{x \in \mathbb{R}^n} P(x, \alpha_i)
\]

Then there exists \( \bar{\alpha} \), such that for all \( \alpha \geq \bar{\alpha} \), the corresponding \( x^i \) solves

\[
\min_{x \in S_Q} \phi(x)
\]

**Proof** Since

\[
P(x, \alpha_i) = \alpha_i(Q(x) + \frac{1}{\alpha_i} \phi(x))
\]

is bounded below on \( \mathbb{R}^n \), it follows that \( Q + \epsilon^* \phi \) is bounded below on \( \mathbb{R}^n \) for \( \epsilon^* = 1/\alpha_i \). Thus invoking Theorem 35, we see that there exists an \( \bar{\epsilon} > 0 \) such that for all \( \epsilon \in (0, \bar{\epsilon}] \)

\[
\bar{S}_Q(\phi) = \bar{S}_Q(\epsilon) \subseteq \bar{S}_Q
\]

where \( \bar{S}_Q(\phi) := \arg\min_{x \in S_Q} \phi(x) \). Thus

\[
x^i \in \arg\min_{x \in \mathbb{R}^n} P(x, 1/\epsilon_i)
\]

\[
\iff x^i \in \arg\min_{x \in \mathbb{R}^n} [\phi(x) + \epsilon_i Q(x)]
\]

\[
\iff x^i \in \bar{S}_Q(\phi) = \bar{S}_Q(\epsilon_i) = \arg\min_{x \in \mathbb{R}^n} [Q(x) + \epsilon_i \phi(x)]
\]

Hence \( \alpha_i \) must only be larger than \( 1/\bar{\epsilon} \) in order to give \( x^i \in \bar{S}_Q(\phi) \) as was required. \( \blacksquare \)

The following corollary is an immediate consequence of Lemma 14.
Corollary 37 If \( S \neq \emptyset \), then for all \( \alpha \geq \alpha \) the corresponding \( x^i \) is a solution to the original problem (1).

Finally, we give an example which shows we have extended the idea of a sharp constraint to the case where the feasible region may be empty. Consider the following example

\[
\begin{align*}
\text{minimize} & \quad \phi(x) \\
\text{subject to} & \quad g(x) = x_+ + 3 \leq 0
\end{align*}
\]

Let \( Q(x) = \|g(x)_+\| \), so that \( Q \) is a penalty function for \( g(x) \leq 0 \). Problem (19) has a weak sharp minimum since \( \bar{S}_Q = \mathbb{R}_- \) and thus for \( x > 0 \),

\[
Q(x) - Q(P_{\mathbb{R}_+}(x)) = |x + 3| - 3 = |x| = \|x - 0\| = \|x - P_{\mathbb{R}_+}(x)\|
\]

We see that \( Q \) is a sharp penalty function (even though the constraints are not sharp).

We consider the objective to be \( \phi(x) = \|x\|^2 \), so that \( \arg \min_{x \in S_Q} \phi(x) = \{0\} \). The theory then guarantees that \( 0 \in \bar{S}_Q(\epsilon) \) for sufficiently small \( \epsilon \), which is true in the example since for all \( \epsilon > 0 \), \( \bar{S}_Q(\epsilon) = \{0\} \).

7 Related notions

In this section we show some further examples of problems with weak sharp minima, in addition to those we have previously mentioned, which have been mainly associated with condition constants.

The first example is that of linear programming. In the appendix to their paper[7], Mangasarian and Meyer prove that any linear programming problem has a weak sharp minimum. They also prove a theorem very similar to Theorem 27 for the linear programming case when \( \phi(x) \) is taken as \( p^T x \) for some \( p \in \mathbb{R}^n \) and \( S = \{ x \mid Ax \geq b \} \) for some \( A \in \mathbb{R}^{m \times n} \) with \( b \in \mathbb{R}^m \). Using the linearity of \( \phi \) they show that hypothesis (c) of Theorem 27 can be weakened to just convexity of \( f \).

We have seen that the notions of weak sharp minimum, finite perturbation property and finite convergence of the proximal point algorithm are equivalent in the convex setting. If
we remove the restriction of convexity, then, in certain cases, we can still recover the finite perturbation property which will prove to be useful in our computations. In particular, Mangasarian and Meyer[7] have proved the following result:

**Proposition 38** (Mangasarian and Meyer[7])

Let \( S = \{ x \in \mathbb{R}^n \mid g(x) \leq 0, h(x) = 0 \} \) and

\[
\text{minimize} \quad \phi(x) \quad (21)
\]

have a nonempty set \( \tilde{S} \) of local optimal solutions satisfying a constraint qualification. Let \( \tilde{x} \in \tilde{S} \) and define \( \tilde{\phi} = \phi(\tilde{x}) \) and \( N \) as the open ball around \( \tilde{x} \) satisfying \( \phi(x) \geq \phi(\tilde{x}) \) for all \( x \in N \cap S \). Let \( \phi, g, h \) and \( f \) be differentiable on \( \tilde{S} \) and let the nonlinear program

\[
\text{minimize} \quad f(x) \\
\text{subject to} \quad x \in S \cap N \\
\phi(x) \leq \tilde{\phi} 
\]

have a Karush-Kuhn-Tucker point \( (\tilde{x}, \tilde{u}, \tilde{s}, \tilde{\gamma}) \in \mathbb{R}^{n+m+k+1} \). Then there exists an \( \bar{\varepsilon} > 0 \) such that for each \( \varepsilon \) in \( (0, \bar{\varepsilon}] \) there exists a \( (\tilde{u}, \tilde{r}) \colon [0, \varepsilon] \to \mathbb{R}^{m+k} \) such that \( (\tilde{x}, \tilde{u}(\varepsilon), \tilde{r}(\varepsilon)) \) is a Karush-Kuhn-Tucker point for the perturbed problem

\[
\text{minimize} \quad \phi(x) + \varepsilon f(x) 
\]

and \( \tilde{x} \) is also a local solution of the nonlinear program (21).

**Proposition 39** (Mangasarian[5])

Suppose \( h \) is linear and \( \phi \) and \( g \) are concave at \( \tilde{x} \). Then (22) has a Karush-Kuhn-Tucker point.

Using the above results, the following corollary is immediate.
Corollary 40 Suppose $h$ is linear and $\phi$ and $g$ are concave. Then (21) has the finite perturbation property around every local solution, i.e. for each local solution of (21), there exists a set $N$ and a positive $\varepsilon$ such that for all $\varepsilon \in (0, \varepsilon]$ 

$$\bar{S}_f = \bar{S}(\varepsilon) \cap N \subseteq \bar{S} \cap N$$

where $\bar{S}_f = \arg\min_{x \in \bar{S} \cap N} f(x)$.

8 Conclusions

The notion of a weak sharp minimum has been introduced and used to unify a number of important concepts of mathematical programming. In particular, we have shown it to be the fundamental property needed in the finite termination of the proximal point algorithm, exactness of penalty functions and for the finite perturbation property to hold.
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