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1. Introduction

This paper studies the amount of cooperation required for independent asynchronous processes to share a simple dynamic data structure. We define an abstract data structure, called a concurrent pool, consisting of a multiset with the operations add and remove. Concurrent pools are used for task sharing, resource management, garbage collection, interprocess communication, and

more.

We present a scheme for designing efficient concurrent algorithms for the operations listed above. The efficiency is measured mainly by the number of non-local operations that a process may have to make (we also have to make sure that the local computation is efficient). In general, non-local operations may involve writing into a shared variable, locking, or waiting for a message, hence they introduce interference (or required cooperation). Our goal is to derive upper and lower bounds on the interference in the worst case.

The algorithms consist of two parts. The first part is an efficient sequential algorithm for another, more complicated, data structure, which includes a split operation. The second part is a concurrent algorithm to locate elements distributed among the processes. This is done by having (active) processes search throughout the system leaving marks indicating where they have already searched so that other processes will minimize their search. The search is based on a tree traversal, although the actual concurrent algorithm is more complicated due to the fact that elements are changed dynamically.

We also present a model of concurrent computation, based on a shared memory model, and prove lower bounds on the amount of interference. The gap between the upper bounds achieved by our algorithm and the lower bounds is small (a factor of $O(k^2)$, where $k$ is the number of processes and $\epsilon > 0$).

2. The problem

We want to develop an efficient data structure to represent multisets. We make no assumptions on the type of elements in the multisets. The data structure should support the following operations:

Add(M,x) : add the element $x$ to the multiset $M$. Whether or not $x$ is already in $M$ has no effect on this operation

Remove(M,y) : if $M$ is not empty then choose an arbitrary element of $M$ (any element will do), delete it from $M$, and assign it to $y$.

Data structures that support the operations listed above will be called pools. Pools can be used to store pointers to all waiting (independent) tasks in a multiprocessor system. When a process (or processor) becomes available it removes a task from the pool; during its execution it may generate tasks, which are added to the pool. Pools can also represent available resources in a system, available blocks of memory, independent events in a simulation, etc.

Pools can be very efficiently implemented in a sequential environment by stacks or queues, in which case every operation takes constant number of steps. (Stacks and queues are even more powerful than what we need since we are satisfied with arbitrary order of removals and we do not require LIFO (or FIFO) ordering.) If there are only two processes we can use a double-ended queue and let each process add and remove from a different end. Each operation still takes constant time; moreover, the only time a process may interfere with the other one is when the queue is almost empty. In this case interference is unavoidable since the processes must compete for the same elements. Double-ended queues were in fact used in that way in the design of a parallel garbage collection algorithm with two processes, a list process, and a garbage collector [4]. This algorithm was generalized to many processes in [8]. A shared pool was used but there was no discussion on efficient implementation. Obviously only one process can add or remove from one end of a queue at any given time, so a better data structure is required in order to achieve a high level of concurrency. We assume that, although at some times the
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multiset may be small or even empty, in general the number of elements involved is much greater than the number of processes. When the number of elements is small interference is unavoidable.

The processes perform add and remove operations in an arbitrary order and frequency. It is possible, for example, that only one process adds while all the others remove, or that all processes only add.

3. The model

A shared memory model, similar to the one described in [5], is used throughout the paper. Some comments on applications to distributed computation appear in section 6. The main reason we use a shared memory model is because of its simplicity. It allows us to gain some insight to the required cooperation of asynchronous processes that may be harder to get from a more complicated model. Lower sums for this model should apply to other models with more expensive means of communication.

We give here a brief description of the model. We assume a random access memory shared by many autonomous asynchronous reliable processes. A process is a state machine with its own local memory. In one atomic step a process can either read a variable of the shared memory, write into the shared memory, or lock part of the shared memory and change its own state (a more general operation, test and set is allowed in [5]). Several processes can read the same variable at the same time; however, if a process writes into a shared variable then no other process can access that variable at that time. Hence some kind of locking is required. We use the regular notion of read and write locks (see for example [1,2]). A write lock gives exclusive access to its holder while a read lock only prevent writers from accessing the variable. We make no assumptions about the implementation of the locks. If a process is denied access to a variable that is locked by another process it will have to wait. We call such occurrences collisions. Our main goal in designing the algorithm is to minimize the number of collisions.

We believe that the definition of collision captures the simplest form of interference (or cooperation depending on the point of view) among asynchronous processes. This definition is also primitive enough to enable us to prove lower bounds. We do not consider in this paper issues of fairness or starvation. We think of the processes as being servers rather than customers.

We make no assumptions on the order in which the processes access the shared memory. Thus, it is possible that some processes are much “faster” than others or that a process “goes to sleep” for a period of time and “wakes up” later. We do not deal with issues of fault tolerance in this paper, although the algorithms can be made robust rather easily using standard techniques since processes depend very little on each other.

In order to prove lower bounds on the add and remove operations we have to define them precisely. We assume that for each element there is a unique variable that changes its value when the element is removed or added. Removing or adding an element may involve changing more than just one variable; however, the element is “formally” removed only when the unique variable associated with it has been changed. This assumption is required to rule out the possibility of two processes removing the same element concurrently.

4. The algorithm

The algorithm was designed to work best when all the processes have approximately the same behavior (i.e., it is designed for the average case). Surprisingly, it turns out that the algorithm is not far from optimal in the worst case as well (see section 5).

The basic idea of the algorithm is as follows. The multiset is initially partitioned among the processes. Every process maintains a segment of the multiset and performs the operations add and remove locally as long as possible. When a local segment becomes empty and the process wishes to remove it searches for a non-empty segment and performs the removal from it. Since removing an element from another process’ segment may involve collisions we use the algorithm to minimize such occurrences. For example, if few processes are adding and most processes only remove then the solution above is almost reduced to the sequential solution. We improve this simple solution in the following way. Once a process finds a non-empty segment and interrupts the “owner” it tries to take more than just one element at a time. Since the size of a local segment may vary substantially, we should not take a fixed number of elements but a fixed portion. This will improve the algorithm provided we can find a fast sequential algorithm to split a segment to two parts with sizes that differ by no more than a constant factor.

The algorithm consists of two separate parts. The first part is an efficient data structure and constant time sequential algorithms for adding, removing and splitting to two (approximately equal) segments. The second part is a scheme for finding a non-empty “donor”.

4.1. Splitting a local segment

We use balanced binary trees where each node corresponds to an element of the multiset. Nodes are added level by level from left to right and are removed in the opposite order. One way of achieving constant time per add and remove is to maintain a pointer to the last inserted node at the bottom of the tree, and at each node pointers to its left and right “brothers”, father, and two children. The father and children pointers are then updated as new nodes are added or removed. It is straightforward to perform add and remove in constant time. It seems, however, that in order to split the tree we need to update $O(\log n)$ pointers. We can reduce the $O(\log n)$ complexity to $O(1)$ using the observation that except for the bottom level all the levels are full. In order to find out whether a node is at either the left or the right end of a level while we are adding or removing, it is sufficient to know what level (depth) it is. When we are adding (removing) and the level is full (empty) we start a new level (go higher up using the father pointers), keeping track of the level number and the number of nodes in that level. To split we need only to decrement the level number of the lowest level. This automatically makes the two children of the root two new roots. There are two ways to take care of the old root. We can either insert it at the bottom or maintain two types of trees, one with an additional root, call it a 3-roots tree, and the regular 1-root tree; splitting a 1-root tree forms a 1-root and a 3-roots trees; and splitting a 2-roots tree forms two 2-roots trees. In any case, we need to keep a pointer to the root. It is easy to see
that in the worst case we split to a third and two thirds.

We also have to find the middle of the lowest level (or next to lowest level in case it is less than half full); removals and additions from the other half should start at that middle. We solve this problem by using arrays instead of a linked list representation for each level (see Figure 1). Since the size of each level is fixed the arrays will never have to be extended. Using arrays in this manner saves the "brother" pointers and one of the children pointers (if one child is known then the other can easily be found). The children pointers are needed in order to find the two new roots after a split and the father pointers are needed to move up the tree when a level becomes empty.

Overall, we have an interesting data structure consisting of a linked list of variable sized arrays organized as a tree, and we have shown that it can be expanded and split, all in constant time. Obviously, a process that performs split, add, or remove must lock the tree with a write lock. One drawback for using arrays in this way is that it makes memory allocation more complex.

**Procedure Traverse (node):**

1. initially node is the process' own leaf
2. if node is a non-empty leaf then
   1. remove the corresponding element;
   2. mark node as empty;
3. if at this point node must be empty
4. if node = root then terminate
5. else if the father of node is empty then
   1. Traverse (father of node)
6. else if node's brother is empty then
   1. mark the father as empty;
   2. Traverse (father of node)
7. else
   1. half of the subtree is empty while the other half is not
      1. yet empty; in this case the process goes directly to a leaf
      2. that is in the same relative position in the brother's
         1. subtree as the initial node is in the original subtree; we
         2. call this leaf the matching descendant. The idea of this
         3. step is to distribute all processes that may arrive
         4. together at the same internal node among the leaves.
         5. Since the tree is static such a step can be implemented
         6. in constant time using the binary representation of
         7. nodes in a balanced binary tree
8. Traverse (matching descendant of initial node)

**Example 1:** The tree is given in Figure 2. First consider the case of having only one process. P, initially at h, active. P traverses the tree in the following order:

h, d, i, d, b, e, j, e, k, c, b, a, c, f, m, f, c, q, n, g, o, q, a

Let's start now with 3 processes: P at h, Q at i, and R at m, and assume that in each time unit one process completes the computation on one node. The following is an example of an order of execution. Each process is followed by the node it visits such that a bold node means that the node is marked as empty in this step.

Ph, Pd, Qi, Pi, Pd, Pb, Qd, Qb, Pe, Pf, Pc, Pk, Pe, Qe, Qb, Qa, Pb, Pa, Pc, Qm, Qf, Rf, Rk, Rc, Pi, Pf, Pc, Rg, Ro, Rg, Rn, Rg, Pk, Pc, Qc, Qa, Pa, Rc, Ra

**Figure 2: Example 1**
To analyze the algorithm we count not only collisions but actual steps. Let \( S(k) \) denote the maximal number of steps taken by \( k \) processes traversing a tree with \( k \) leaves. The analysis of the algorithm relies on the following lemma.

Lemma 1: For any internal node \( v \) all processes that visit leaves in both subtrees of \( v \) visit the left subtree first, or they visit the right subtree first.

Proof: Assume the contrary. Let \( P \) be a process that started in the left subtree of \( v \) and then visited the right subtree and let \( Q \) be a process that visited the subtrees in the opposite order. In order to visit both subtrees \( P \) and \( Q \) must have checked first if the root is empty. Let’s assume that \( Q \) checked the root after \( P \) or at the same time as \( P \). In this case, the time \( Q \) checked the root \( P \) has already round the left subtree and \( Q \) is empty. Since \( Q \) has to check the left child before it goes down to the left subtree it will find it empty and will not go down.

Theorem 1: The total number of steps taken by \( k \) processes to remove \( k \) elements using procedure Traverse is \( O(k^{1/2}) \) in the worst case.

Proof: We use a recursive argument. Let \( T \) be a tree rooted at \( r \) and assume, without loss of generality, that the first process that arrives at \( r \) started at the left subtree. By Lemma 1 no process that started at the right subtree will visit the left subtree. Hence, the worst case of traversing \( T \) occurs when all the processes in the left subtree traverse it in the worst possible way, then they are dispersed to the bottom of the right subtree and then all processes traverse the right subtree together in the worst possible way. It is easy to see that we get the following recurrence relation for \( S(k) \):

\[
S(2k) \leq 3S(k) + O(k),
\]

which implies that

\[
S(k) = O(k^{1+\varepsilon}) = O(k^{1/2}).
\]

It is possible to improve the asymptotic behavior of the algorithm by using multiway trees and distributing the processes down from an internal node in an optimal way. One can achieve a complexity of \( O(k^{1+\varepsilon}) \) for any \( \varepsilon > 0 \). However, while this helps in an asymptotic improvement it is not a practical solution since for any realistic value of \( k, \varepsilon \approx 0.5 \). We describe the modifications below only for the purpose of comparing them to the lower bounds in section 5. Consider a 4-way tree. Using a similar traversal procedure and similar arguments as above one can show that the worst case occurs when the processes in one subtree traverse it in the worst possible way, then they move down to a second subtree and, with the processes in this subtree, traverse it in the worst possible way, then they all move to the third and then to the fourth subtree. This leads to the recurrence relation

\[
S(4k) \leq (1+2+3+4)S(k) + O(k),
\]

giving a slightly worse solution. However, if, instead of “sending” the processes from the first and second subtrees together to the third subtree, we “spread” them and send each to the remaining subtrees (the third and the fourth) we get the recurrence relation

\[
S(4k) \leq (1+2+2+4)S(k) + O(k),
\]

which is slightly better (actually it gives the same bound as the binary case). In general, given an \( m \)-ary tree it is not hard to show that we get the recurrence relation

\[
S(mk) \leq O(m \log m)S(k) + O(k),
\]

which leads to \( S(k) = O(k^{1+\varepsilon}) \) where \( \varepsilon = O(\log \log m/ \log m) \).

So far we discussed a restrictive case. In the general case we divide the algorithm into \( r \) rounds. We make sure that in each round all segments are visited by at least one “foreign” process seeking a donor. Since each visit splits the segment by at least a third we can have at most \( O(\log n) \) rounds before all \( n \) elements are deleted. Notice that it is possible that the segment of one process contains all the elements in the multisets. Hence all segments must be searched and a complete round is indeed necessary.

We modify the algorithm by replacing the flag in each node with a round counter. An internal node marked with a counter \( m \) implies that all of its leaves “donated” in round \( m \). Processes run the traversal algorithm starting with their own leaf only when their local segments are empty and they are looking for a donor. Once they find a donor they continue their local operations until they empty their segments again, in which case they continue the traversal from the last node they visited. Round \( m \) is terminated when the root is marked \( m \). When a process reaches the root it starts the traversal again from its leaf incrementing its local round number. If a Process finds a node with a later round number it simply updates its own counter.

Theorem 2: Let the multisets contain \( n \) elements that are divided among the processes in an arbitrary way. The total number of collisions resulting from \( k \) processes executing \( n \) removals and arbitrarily many additions is \( O(S(k) \log n) \) in the worst case.

Proof: Assume that no additions are performed. Every local segment is visited in a round, thus it is split by some process. It is not necessarily true that in a round of removals the total number of elements is cut by a constant. However, if at the beginning of a round the largest segment contains \( t \) elements then at the end of the round the largest segment will contain at most \( 2/3t \) elements. Hence, in the worst case \( O(\log n) \) rounds are required to remove \( n \) elements. By Theorem 1 we get an upper bound of \( O(S(k) \log n) \) on the number of steps in this case.

Additions are always performed locally; hence, the only time they can be involved in a collision is when another process (or processes) attempts to split the local segment. However, since we counted steps rather than collisions in the traversal algorithm, a split operation always contributes to \( S(k) \) whether it collides with the local process or not. As a result, performing arbitrarily many additions cannot cause an additional collision that was unaccounted for.

If more than \( n \) removals are performed then obviously the worst case occurs when all the elements are removed and then repeatedly one element is added and all processes attempt to remove it. The algorithm is not very efficient for the case of multisets with very few elements. (The best solution in this case is probably to decrease the concurrency and let only few processes be active, assuming again that the processes are servers and that fairness is not an issue; in any case, this is beyond the scope of this paper.)
5. Lower bounds

In this section we describe the lower bound results on the number of collisions. Since the add operation in the algorithm described in the previous section does not cause collisions we ignore it for the lower bounds. We consider the following scenario: There are $n$ elements in the multiset, and $k$ processes, $P_1$, $P_2$, ..., $P_k$ are trying to remove all the elements. We do not count the time the processes spend locally per operation; we count only collisions. We use an adversary argument in the following way. Given a data structure and algorithms, we will produce a schedule for the processes that leads to many collisions. Let $x_{i1}, x_{i2}, ..., x_{in}$ be the sequence of elements $P_i$ removes provided that all the other processes are not active.

**Lemma 2:** There exist $i$ and $j$, $1 \leq i < j \leq k$, and $r$ and $s$, $1 \leq r, s \leq \lfloor n/k \rfloor$, such that $x_{ir} = x_{js}$.

**Proof:** Using a simple pigeon hole argument: There are more than $n$ elements in the $k$ subsequences of size $\lfloor n/k \rfloor$, hence two of them must be equal.

**Theorem 3:** Every algorithm for concurrent removal of $n$ elements by $k$ processes produces $\Omega(k \log n)$ collisions in the worst case.

**Proof:** Find $i$, $j$, $r$, and $s$ that satisfy the conditions of lemma 2. Let $P_i$ remove all the elements up to $x_{ir}$ and then let $P_j$ start removing its elements. If $P_i$ does not change its order of removals as a result of the removals of $P_j$, then we can cause a collision by letting them both attempt to remove $x_{ir} = x_{js}$ at the same time. Otherwise, in order to know that $P_i$ has been active, $P_j$ must read a variable that $P_i$ has written. Let $w$ be the first such common variable. The execution sequences of $P_i$ and $P_j$ until they access $w$ are independent. Hence we can let them arrive at $w$ at the same time thus producing a collision. In any case, a collision occurs in the worst case after a portion of $O(1/k)$ of the $n$ elements are removed. After the collision we "allow" all the processes to learn about it and change their removal orders accordingly (this probably causes more collisions but we do not count them). The number of remaining elements is now $n' = n - O(1/k)$. We now use the same argument repeatedly for $n'$, $n''$ and so on. Overall, $\Omega(k)$ iterations are required to cut the number of elements by a constant factor (using the fact that $1/e \approx (1-1/k)^k$). Hence, $\Omega(k \log n)$ iterations are required to remove all the elements and the theorem follows.

In particular, theorem 3 implies that if $k$ is a small constant then the algorithm in section 4 is optimal for large $k$ there is a gap of a factor of $k^2$ between the lower and upper bounds.

6. Extensions and further research

Each local tree in our algorithm acts as a stack. The multiset as a whole does not follow a LIFO ordering since a local tree can be split and be assigned to a slow process. We have generalized the algorithm so that each local tree acts as a queue, making it more adaptable to some applications.

It is possible to support processes that are allocated and destroyed dynamically. We need to be able to insert and delete leaves from the global tree concurrently with the other operations. Efficient concurrent algorithms for insertions and deletions in external binary search trees are described in [7]; general concurrent binary search trees are discussed in [3, 6]. These algorithms can be easily adapted to this application. If a dynamic tree is used then it may not be possible to find the matching descendant of a node (see algorithm Traverse in section 4.2) in constant time. However, the search for matching descendants need not interfere with the removals or additions operations; it only interferes with inserting or deleting a process.

We are also working on adapting the algorithm to distributed computation where processes reside at remote sites. The algorithm described in section 4 was designed so that most actions take place locally. The only exceptions are accessing the global tree to find a non-empty segment (which we minimize), and splitting a local tree. The splitting can be done locally, then, assuming each site has several processors, either we keep both parts in the same site or shipped one part to the requesting site with minimal interference with the processors doing other local computation. All the lower bounds still hold; in this case they also apply to the amount of communication.

Several open questions remain.

First, can one improve the tree traversal algorithm? Is it possible to adapt the algorithm to a message passing model in an efficient way?

We defined collisions as being either read-write or write-write conflicts. If we count only write-write conflicts, is it possible to improve the upper bounds or (more likely in our opinion) prove the same lower bounds?

We have not considered probabilistic algorithms in this paper. There are several examples where probabilistic algorithms are proven to be better than deterministic algorithms, especially in parallel computation [9, 10]. At first, it seems that partitioning the elements into several stacks and letting each process choose a random stack to remove from may lead to a better algorithm. However, a simple analysis shows that this is not the case and that choosing elements simply at random leads in general to an inferior solution. This does not rule out, of course, the possibility of improving the upper bounds with a more sophisticated probabilistic algorithm.

7. Conclusions

We presented in this paper a design of an abstract concurrent data structure. We proved upper and lower bounds on the amount of interference among competing processes under a shared memory model. Abstract data structures have proven to be very helpful in the design of sequential algorithms. Having an arsenal of data structures and efficient implementations makes it easier to formalize problems and to solve them. We hope that the same will be true for concurrent computation.
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