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ABSTRACT: A program that learns structures that represent
verb meaning is described. Inputs are combinations of sur—
face sentences and environment snapshots. The program learns
to associate surface verbs with conceptual dependency networks
that describe the changes that occur in the environment when
an action is performed. Iearning is performed by one of five
processes, determined by how well current knowledge accounts
for an input. Each process is described as well as the cir-
cumnstances under which it is performed and the effects it has
on the conceptual dependencies.
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THTREOQDUCTTOM

Fecause of the immensity of the data hases neeced for
lanqueae comprehension and other non-triviel domeirs, manv
computer scientists heve bhecun to Jlook to proagrams that
learn as & possible sclution. The research described here
is nrimerily concerned with how @& wvrogram might leearn
conceptual structures thet represent verb meanina. The
system T am currently building learns the meanincg cof a verb
by ¢istillirg the charges it observes in an envirorment and
cesocieting those changes wi£h a surface verh.

liany of the previous nrograms that learn are desianed

to recoqnize visual patterns or plav cgemes 1in & highly
restricted probler cdomein and/or under a fairly ¢ood
definition of the subject metter to be learned. Most of

these nrogrems appear to be environment dependent and carrot
he naturelly extended to less structured problem areas.
very little research has been done on potentielly large

domains, such ag learning to understand natural lenquage.

The structure used to represent meening stronagly
influences what mav be learned. Fillmore [2] postulates the
arammaticel notion of "case" as e basic component of every
natural langquage. A case 1s a semantically relevant
relation between elements of & surface sentence. Schank [8]
hag extended the concent cof cese and developed a complex cset

£

of cases he cealls concepntual casces. His cases participate
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in interrelationchips, celled concentuel deprendencies, which
represent the meaning of sertences. Unlike Fillmore, who
defined cases for surfece verhs, Schank ©vpostuletes cease
structures for besic concepts he calls "primitive eacts”. Be
claims that the meenirg of any sentence can be renresented

¢ an organizetion of these primitive acts.

8}

Although the idee of buildina complex meanirag from such

orimitive units is not urivercally accented [5], it do

D

=3
enjovy supportive psycholoagicel evidence, Gentner [3]
reports that children must learn some "simpler" verbs well
before they can learn other "more complex" verbs. This
implies that some verhs may be extrapolated from or refined
out of other more primitive or lower level verb concents.
Schank [9] cites informel evidence that hy ace one, children
exhikit behavior thet indicates thaet they are ucing some of
the primitive acts. Schank mekes no claim that these
primitives are innaete. However, he doeg claim thet all
language meaning can be expressed using the primitive acts,

that lancuage does not develop until the prirmitives are

available for use and thet they are all available by ace

two.
This recearch expnlores the processes & vroaram mey use
to learn cstructures based on Schenk “s conceptueal

depencenciecs. Although no cleim is made that this novprogram



o L

is & wmodel of humen leerrirg, it is desigred to be
consistant with psvchologicel data with respect to the order

in which children learn verbhs and the tvpes of mistekes thev

o
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make while learnirg. My progrem is initielized to
level of a child evpproximately two veers old. This level is
chosen because of the psychological evidence that by this
zge nost children have the necessery »nrimitive verb corcepts
[9], put words together into simple sentences and bhegin to

enter into discourse {11, [16].

0}

Clearly, children do not learn verbh meanrina in

isolation from other leernina. They simultaneousgly learn a

)

grammar, the names for pew objects, and general knowlecge
about the world. 1Tn order to study the specific mechanisms
responsikle for learning verbs, it is necessary to make some
ascumptions and either restrict or ignore meny vrocesses not

directly @assccieted with learring verbs. To this end, the

initial vrooram makes the followino assumptions:

1. The program already knows the concente for and

t
-5
0]

names of the ohysicel objects encountered in

environment.

2. The system already knows a2 grammer of the lanquege,
basically consisting of eactor-action-ohject. Dale (1]

reports thet at ece two @& child irdicetes syntactic



structure by using word order where the first noun 1ig the
csubiject, the second noun is the object and the content word
between them is the verh. Thisg avpears to be true even for
children learning & highly inflected lenguage such as
Russian. The grammar used bv this progrem is somewhat more

complexr f{e.qg. prepositional nhreses) but does not contain

pascives and other complex constructions.

3. The system hes e built-~in kody of krowledge of the
world. Althouch one must be careful not to build in the
knowledge one is trying to teach, it is often necessary to
use general knowledoe to determine what is cgoino on. World
knowlecdge, here, includes both attributes of known objects

and physical limitations and cheracteristics of the world.

REPRESENTATTON

The structure used to represent verbh meerning is &
varietion on Schank’s ccnceptual dependencies. Tt describes
the visguel effects of & verb and conteins descriptive =slots
for cases recuired by thet verh. For wart of & better neme,

T call these structures C(Concentuel Meanina Structures

{CMSe) .

A CWS is composed of two parts. The firs part ig a
set of <case slots descrihing the noun concents that mav

participete in the action. Fach such gelectioneal
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restriction has @&ssocieted with it a frequency count
indicating how often the restriction bhas occured in the
progrem s  experience. The sgecond part of a CHS is &
description of the effects of the verb inr the form of a list
of the changes that cccur in the envirornment when the action

ig cerried out.

The eystem stores &ll the CMSs ascscciated with surface
verhs in & body of knowledge called the verbworld, which is
zn interrelated net of the CMSs. This orgenization allows
the meening of one verb to be & component of the meaning of

other verhs.

THE LEARNING ENVIRONMENMT

The system learns the meanring of a2 verk (the CHS to
associate with a verh) through interaction with the
environment. The environment is flexible in that it cen be
made &s sparse or as rich as decired. The environment used
in the initial proarem is a single room conteinina objects,
people and & numher of vreference Jlocaticns. To avoid
dezling with perceptual complications, this environment 1is
presented to the system eg a list structure. An unordered
collection of trinles of the form (ohject relation velue)
describes the ervironment at any civen instant. The program
ie agiven @én initial description of the ervirorment at time

T0 (called & snapshot), fecllowed by & further secuence of



one or mwore srapshots et times T, TZ,...Tn. The system

creates a sepaerate net to represent the envirorment at cach

0]

snapshot. The nrogram also inputs én English sentence

n

describinc the action thet took place 1in the nanshot

seguence. The sentence is parsed to determine the subject
{actor), verb {action), and¢ obijects, and to mark ary unknown
words. Additionally, the features of each known word are

looked up in the world knowledge hkase and made available to

the learning processes.

The program determines what event has taken nlace
during the gecuence of snepshots by comperina each
envirorment at time Ti with the environment et time T{i+1)
for 1i=0 to n-l. For each peir of environment snepshots &
list is wmaede conteining each triple thet is irn the first
ervironment sneoshot but not in the next snaphot and another
conteining those thet are in the second hut nect in the
first. Then the proaram attempts to "explein" the event by
cssociating each trinle in the first list with one in the
second end vice versa. Chenaes discovered in the
environment cen bhe arbicuous. For exemple, change can be
seen as occuring either in the first or third positien of a

-3

trinle. However, differences occuring in the third position

of a wair of trivnles {the "value" position) are considered

to e more likely in "explaining" the event than differences



in the first mnosgition (the "object" nposition). Tf the
change that happened is:
{(ROOK AT LOCA) (CUg AT LOCE)
in the snapshot at time Ti and
{(ROCK AT LOCE) (CUP AT LOCA)
in the snanshot at time T({i+1), then this difference will be
"explained" bv:
(POOK AT LOCA) ~==>(ROOK AT LOCE)
{CUP AT LOCR)~~=>{CUP AT LOCA)
rather than by:
{EOOK AT LOCA) —~—~e>{CUF AT LOCA)
(CUP AT LOCD)=-==>{ROOK AT LOCD)
Tn other words, it is more plausible that the obkjects have
chenged values than that the values heve changed objects.
Additionelly, since words explicitly wused ir the input
sentence are assumed to be important, the English innut
sentence is used hoth to heln direct difference detection

and explain the differences.

After the proaram has extracted this information from
ite two external <sources, the environment and descriptive
sentencs, it uses that information to find the CMS most

closely eccountirg for hoth the inmut senterce end the

changes in the environment. Tf the svstem hes ealready
learned this surfece verhb, then it will retrieve its CHS.

Tf more than one CMS is asscciated with the input verb the



closest one will be chosen. Tn either cese, the retrieved
CHMS will elready he zssociated with the surface verh. Tf,
however, the irput verbh is not krown at 2ll to the proaram,

then the svstem must attempt +to locete an existing CHS,

B

currently associeted with enother surfece verb, which most

]
o

closely eccounte for the environmentel cheanges.

Many problems arise in attempting to match the observed
meaning of &n input verh to existinag CiSs. These problems
arise both in choosing amona different structures associated
with the seme surface verh and in choosing the closest
structure among &ll known verbs. TIn pnarticular, more then
cne CKMS5 mey account for 211 the changes, several CHSs may
zccourt feor different subgets of the changes, or no CHME mav
account feor the changes. The differences found in the
envirconment must strongly  influernce the determination of
which Cr1s ig closest. Currently the system measures

closeness gsimply countincg  the number of environment

y
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changes a CMS accounts for. C(Cleerlv, it is necessary to
develop envronriate measures of eimilerity and device

heuristic aloorithms to evaluate them.

TYPRPES OF LEARNTRG
There ere five wvrocesses by which learnina may teke
place: confirmetion, svnonym, minor adiustment, major

a¢ijustment and definition creation. The type of learning is
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determined hv the extent of similerity hetween

in the environment and the constreints on the
program  Mmus associate with the irput verb & CMS thet

cdescrihes the ohserved chanaes in the environment.

Confirmation Learning. Confirmation learninag occurs when

the vprogram hes loceted a (S for the input verb and that
CM3 accounts for the input. That is, the vprocram &lready
knews the innput word, and the current CHS descrintion ig in
acreement with the input. Confirmation leernirag involves
adjusting frecuency counts eassociated with each of the

restrictions in

[}]

CMS. ©During the lesrning process, 1t is

IS

desirable to keen track of how often &  hyoothesis is
confirrmed. Then if conflictirg information is encountered,
it mey ke determirned 1if it constitutes 2 strarge cace.
Althouch every learning mode must adjust the frequency
counts, ir confirmation leerning that is the onlv process

cerried ocut and the counts are only incremented, never

decremented.

Suppose the preoaram hes developed & meaninag for the

verh ‘cerry’ where the subiject of the sentence has &always

heen male, the ohiject of the verh has alwavs been a tov and
the acticrn dig identicael location changes for hoth the
subject and object. Further surpose thet the proagram now

encounters & sravshot secuence 1in which the subject and



object undercc icdenticel location chences and the irnnut
sentence is ‘Figaro carries the ball’. The system would
then retrieve the C#S escsociated with ‘carry’ and determine
thet the innut saticfied both the environmwenrt changes eénd
cece restrictions of the paradiagm. Tt then increments the

frecuency counts oassocieted with the "meleness" of the

(&)

suhject and the "toyness" of the object. That is, the

procram has verified its current understanding of “cerrvy’.

Synonyr Learning. Synonym learning (the newme describegs o

sterectyne case) is the nrocess of associatinag an additional
name to ern elready known situation or secuence of events.
o chenge ie made to eny CMS. FRather, an already existing
(1S hecomes accescsihle by another neme. Tf the program hes
no CHS associated with the input verb hut can retrieve a (i8S
sscociated with enother surface verh that accounts for fhe
input sentence and 211 the changes in the environmwent, then
synonym learnina occurs. PRecsuse exact synonyms &are aqulte
rare, the program actuallv copies the CHS and associates it
with the new word, rather than simplv associeting the new
word with the retrieved CMS. Future mocdificaeticons of the

Cms for this rew word will be made conly to the copv.

Fer exemple, suppose the proaram is given the same
cnanshot secuence it encountered in the azhove example of

“carry’, followed hv the sentence ‘ficaro moves the ball .



Then the proarem retrieves the (NS associated with “carry’
z¢ the closest onre since it satisfies hoth the case and
environment chaenae restrictions. 2 copy of the CHM§ is

sessociated with the word “move  and stored in the verbworld.

Minor Adjustment Learning. Synonym end confirmation

learning both occur when there exists a CMS that accounts
for the input. #Wher the closest CMS cennot account totelly
for the input, the CHS must he modified. Minor adjustment

1

learning doces not make gtructural c¢

o
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& MG, but only
mocdifies restricticons as to who or what mav perticipete in

the action by expanding or contractinag the sets pointed to

hy the cese restrictions. The frecuercy counts associated

ek

with easch restriction are adjusted: the new restrictions
are added with initial counte and any confirmed restrictions

are incremented.

For examnle, suppnose the progrem is given the senterce
‘Lucy carries the orange’ and & sneéwshot cequence showing
Lucy and the oreange undercoing the seme location chenge.
Further cuvpose that the (M8 for ‘cerry’ is retrieved as

closest. The description of the envirorment chenges fits
the input, but the cese restrictions are nct setisfied. The
proagrar  uses minor adjustment learninc to modify the case

restrictions. Tt uses worldé knowledce to find the =smallest

supercet of the instences attributes. Tn this cese "male



and ‘female’ might yield
become “nhveical okdec

lecosering of restrictions

links in & hiererchv. At

n
a

has changed from "a mele ¢

from one locetion to enct
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human’ and “tov’ end “orance’ may
£, This process is eimply a
and¢ ig eqguivelent to movina up TSA

this point, the meening of ‘carry’

auses himself and tov te change

a

her" to "a human ceauses itself and

a rhysical ohiject to chence frowm one loccatior to ancther™.

Mejor Adijustment Learning.

more drastic thar minor

involves meking structural

or deletina restrictions.

tc ecceount for the input

changes that occur in

heppens. The information

from the ‘Mexplenation”

environment during the

sna

For exemple, suppose

ball’. A

Major adjustment leernirg is
adjustment learning in that it
chenges tec & CMS, such eg  eadding

The CKS is structurelly modified

bv altering the <descrintion of

the environment when the action

this type of learning cones

the differences found in the

rehot secuence.

the program ie given the sentence

Greg throws the snanshot of the ervironment at ™y
shows freg and the bell at the same location and Greg is in
nhysical contact with the ball. The snaonshot &t time T2
shows Grec still at the old location, the ball at =
different location end Grea no longer in physicel contact
with the bell. The program does not have a CHMS for the
surface vert “throw’. For purposes of illustration, let us
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supnose that the cevstem retrieves the CuS for ‘carrv’
closest. The nrogram modifies a copy of the CHS since it

hase a different surface verb. The case restrictions are

ot
m
0

satisfied since Greg ig human end & bkall 2 nphysical
obiject. However, the ohserved environment chengeg do not
fit the paraciam. The procram discovers that if it deletes
the recuirerent that the humer chance location alorg with
the ohiect and adds the restriction that the subiject breeck
physical contect with the object, then it will have an
edecuate description. Thus the Drocram derives the
followirag meaninag of “throw’: "& human causes & physicel
object to chence lccaticn and alsc coes from the state of

heinc in nphysical contact with it tec rot being in nhysical

centect with 1t".

Definition Creation Learnina. Definition creation leerning

ie the creatiorn of e&n ertirely new CHS. The pew (CMS has
case slots prescribed by the c¢lesses to which the input
words belorg and & list of the observed chences in the
environment. Suvnose the proarem encounters the sentence
"John carried the election’” and & snenshot secuence showing
John goinc from cempeioning for election to winning the
election ({admittedly heyond the environment as it has been
described so far, but for npurposes of illustration let’s
assume it can be done). The system retrieves the CHME for

carry . However, the pneradigm does rot at ell fit the
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input. Not only is “election’ not e physical object, but

there is no location chenge of the subiject or of the object.
The progream does not went to meke such drastic changes to &
hypothesis so often reconfirmed by previcus experience.
Therefore, it doesr’'t mwodify the retrieved CMS at all.
Tnstead it creates en entirelv new CMS, taking ceacse
restrictions from the input words and environment change
restrictions from the difference lists. The program ncw hes
two CKMSs associated with ‘carry’. Anytime & further
instance of ‘cerry’ is encountered, it must determine which

(M8 is closest to the perceived situation.

There @are, then, five learninag processes used in three
situations.
1) When & CMS accountg feor the input hut isg associated with
another surface verh, synonvim learning occurs.
2) when the C(CMS eaccounts for the input and is associated
with the input verh, confirmetion learnina cccures.
3) Tf the (CHS does not account for the innut, whether or not
the werd is known, the idircreasiragly drestic meesures of
minor adjustment, mwejor adjustment and definition creaticn
gre successively tried until =& catisfactory ClS isg
genereted. The (CMS retrieved for modification mayv he
currently associated with the inout verh or with another

surface verh. Tn the former case the retrieved CM5 icg

modified, in the latter a copy of the retrieved C(CHMS 1is
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modified. The Droaram first tries minor eadjustment
learninag. Tf that is inadecuate, major adjustment is tried.
Tf too extensive major adjustment is recuired, the program

nsee definition creation to creeate & rew CHMS. Definition

creation is also used when &alternate word senses are
ercountered. The current system uses a fixed limit on the

number of changes allowed hefore enother type of learning is
tried. Eventually the program must alsc consider the
severity c¢f the chenge when decidine at what point to
ahandon minor adjustment for mejor adijustment and major

acdjustment for definition creation.

Tt is interesting to note that Normen and Rumelhart [7]
have recently c¢lessified learning into three different
types. They alcso feel there are cdifferent tvpes of learninag
and the tyone recuired depends on the emount of modification
recuired to account for new inforwmaticn. Roughly, their
accretion corresponds to what T call synonym and
confirmation leerning, their tunirg to my minor adjustment
learning and their restructuring to my major adjustment and

definition creation learning.

CONCLUSTON AND EXTENSTOMS

The wnresent system is desigrned as @& framework for

experimertetion with a variety of learning technicues. The

above discussion vrovides an outline of the system, its
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genereal orgenization, the wmejor mnroklems T am initially
addressing and how T am attackina these problems. Tt should
Le viewed &g @& first approximetion, a hootstrap system to

.

fecilitate experimentetion with verious learning mechanisms

m

and decision procedures. Tt i expected that as
implementation proceeds, more licht will ke shed on the
different tvypes of learnina processes, the conditions urder

which the various processes chould be eanpnlied, their results

ancd implications.

Tt is already apparent thet there are other technicues

nd learning mechanisme that need to he exnlored and

o

possikhly integrated into the basic progream. Tt would be

nice to add an interactive component thet would allow the

3]

system to ask pertinent cuestions of & human informent.

0

Even children are not able to aet 2ll the information they
need gimply by observing their environment. They constantly
zsk guestions about what they know, what they think they
know, how two situations are different or similiar, etc.
Topice to explore include knowino when to ask & «cquestion,
what «uestions ere relevant to the prohlerm and how the
resultant information should he inteorated intco the existira
knowledge bhaces.

An additional, and releted, desirabhle feature would he

to heve the ©»rogrem take time out to closely inspect its
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knowledge frem time te time. Such a componrent would allow
leerninrg to take place that is too complex or time-~comsumina
te occur durine the gereral learnina cycle. This phese
would &allow complex cgeneralization, identificetiocon of
recurrinc petterns and ceneral consolicdation. At this time
the syvstem could elso utilize its cuestion~asgking ahility to

5

auery its humar informent and wverify its ceneralized

structures and knowledae.
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