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ABSTRACT

The computation of continuous approximate solutions of Differential Equations has become increasingly important in order, for instance, to be able to apply error bounding techniques from Functional Analysis. An efficient procedure for computing continuous approximate solutions to initial value problems in ordinary differential equations is presented. The method is a simplification of Picard's method of successive substitutions.
INTRODUCTION.

The computation of continuous approximate solutions of differential equations has become increasingly important in order, for instance, to be able to apply error bounding techniques from Functional Analysis [7].

Picard's method of successive approximations for the solution of ordinary differential equations is one of considerable conceptual importance. However it has not been applied directly to the computer solution of such equations. The apparent necessity to process all the coefficients of a power series in the independent variable makes it seem a slow and memory consuming process. On the other hand, an analysis of the behaviour of the coefficients in the successive approximations to the solutions has shown the following property: It is not necessary to store and manipulate all the coefficients of the kth approximation in order to compute the (k+1)th approximation; the integration need be performed only on the term of degree k of the power series expansion of the equation. A simplified version of Picard's method is derived which makes use of this property.

Application of the resulting method is illustrated and techniques for error analysis are discussed. The method is then compared with a fourth order Runge-Kutta method from the point of view of actual machine computations. A final example shows how the method is useful in obtaining global error bounds on solutions to boundary value problems.
1.- DESCRIPTION OF THE METHOD.

Consider the first order differential equation

\[ x'(t) = f(x, t) \]  \hspace{1cm} (1.1a)

and the initial condition

\[ x(0) = x_0 \]  \hspace{1cm} (1.1b)

The proposed method for the approximate solution of (1.1) can be recursively defined as follows:

\[ y_0 = x_0 \]  \hspace{1cm} (1.2a)

\[ y_0' = f(x_0, t) \]  \hspace{1cm} (1.2b)

\[ y_j = \int_0^t y_{j-1}' \, dt \]  \hspace{1cm} (1.2c)

where \( y_{j-1}' \) is the term of degree \( j-1 \) in the expansion of \( f(y^{(j-1)}(t), t) \) as a power series in \( t \) and

\[ y^{(j)} = y_0 + y_1' + \cdots + y_j \]  \hspace{1cm} (1.3)

Clearly the expression \( y^{(j)} \) in (1.3) is a polynomial in \( t \).

There is no difficulty in extending the method to systems of equations; so that \( x \) and \( f \) in (1.1) may be regarded as vector valued functions.

The main result of this paper is the following.

Theorem.

The polynomial \( y^{(n)}(t) \) is identical to the first \( n+1 \) terms of the series representation of the solution of (1.1) computed by Picard's method of successive approximations.

The proof (given in the remainder of this section) follows by induction. First it will be shown that the constant and linear terms in (1.3) are equal to the corresponding terms computed using Picard's method.

The successive approximations to the solution of (1.1) can be computed by Picard's method from [1.2]

\[ x_0(t) = x_0 \]

\[ x_m(t) = x_0 + \int_0^t f(x_{m-1}(s), s) \, ds \quad \text{for} \quad 0 \leq t \leq T \quad m=1, 2, \ldots \]  \hspace{1cm} (1.4)
Convergence of the Picard sequence \( x_m \) to a solution \( x(t) \) of (1.1) is guaranteed if \( f(x_1, t) \) satisfies the Lipschitz condition

\[
\max_{[0,T]} |f(x_1(t), t) - f(x_2(t), t)| \leq M \|x_1 - x_2\| \tag{1.5}
\]

where \( x_1 \) and \( x_2 \) are continuously differentiable functions defined in the interval \([0,T]\).

The solution of (1.1) computed by application of Picard's method can be written in the form

\[
x(t) = p_0 + p_1 t + p_2 t^2 + \cdots + p_n t^n + \cdots \tag{1.6}
\]

The first approximation to the solution of (1.1) is:

\[
x_1(t) = x_0 + \int_0^t f(x_0, s) ds \tag{1.7}
\]

The expansion of \( f(x_0, s) \) as a power series in \( s \) can be integrated to obtain

\[
x_1(t) = x_0 + c_1 t + c_2 t^2 + \cdots \tag{1.8}
\]

The constant term \( x_0 \) remains invariant in all successive approximations \( x_m(t) \); \( m=2,3,\ldots \). The equality

\[
y_0 = x_0 \tag{1.9}
\]

follows from (1.6) and the definition (1.2a) of \( y_0 \).

Evaluation of equation (1.2c) with \( j=1 \) shows that

\[
y_1 = c_1 t \tag{1.10}
\]

by direct comparison with (1.7) and (1.8).

An interesting property is discovered in the expansion of functions with polynomials as arguments. The following lemma will be used to show the invariance of the linear term \( c_1 t \) of (1.8) in all the elements \( x_m \); \( m=2,3,\ldots \) of the Picard sequence.

* See section 3 for discussion of an extension to functions which do not satisfy (1.5)
Lemma 1.

Suppose the function \( f(z(t), t) \) can be expanded as a power series in \( t \),
then the term of degree \( k \) of the argument
\[
z(t) = z_0 + z_1 t^1 + z_2 t^2 + \ldots + z_k t^k + \ldots \tag{1.11}
\]
of the function contributes only to the values of terms of equal or
higher degree in the resulting expansion of the function as a power
series in \( t \).

The property is easily verified for the elementary algebraic operations
with polynomials as arguments \([3,6]\). Given the polynomials:
\[
u = \sum_i u_i t^i
\]
\[
v = \sum_i v_i t^i \quad ; \quad i = 0, 1, 2, \ldots \tag{1.12}
\]
\[
w = \sum_i w_i t^i
\]
the addition \( w = u + v \) can be expressed as:
\[
v_k = u_k + v_k \quad ; \quad k = 0, 1, 2, \ldots \tag{1.13}
\]
the product \( w = u \cdot v \) is given by:
\[
v_k = \sum_{i=0}^{k} u_i \cdot v_{k-i} \quad ; \quad k = 0, 1, 2, \ldots \tag{1.14}
\]
and finally the quotient \( w = u / v \) can be computed from:
\[
v_0 = u_0 / v_0
\]
\[
v_k = \frac{a_k - \sum_{i=1}^{k} v_i \cdot w_{k-i}}{v_0} \quad ; \quad k = 1, 2, \ldots \tag{1.15}
\]
Equations (1.13), (1.14) and (1.15) show the stated property.

It follows from Lemma 1 and the invariance of the constant term \( x_0 \) that
\[
c_1 = p_1 \tag{1.16}
\]
From (1.9), (1.10) and (1.16) it is easily seen that the equality
\[
\gamma_j = p_j t^j \tag{1.17}
\]
is satisfied for \( j = 0, 1 \).
Assume \((1.17)\) holds for \(j = 0, 1, 2, \ldots, n-1\). Substitution of the solution 
\(x(t)\) in equation \((1.4)\) followed by the expansion of \(f(x(s), s)\) as a power
series in \(s\) results in
\[
x(t) = x_0 + \int_0^t (d_0 + d_1 s + \ldots + d_{n-1} s^{n-1} + d_n s^n + \ldots) \, ds \quad (1.18)
\]
which after integration becomes
\[
x(t) = p_0 + p_1 t + \ldots + p_n t^n + \ldots \quad (1.19)
\]
where
\[
p_0 = x_0 \quad (1.20)
\]
\[
p_k = \frac{d_{k-1}}{k} \quad ; \quad k = 1, 2, \ldots
\]
It is important to note that Lemma 1 guarantees that the constant \(d_{n-1}\) in 
\((1.18)\) depends only on the coefficients \(p_i\); \(i \leq n-1\) of \(x(t)\) and the
particular form of \(f(x, t)\),

The \(n-1\) iterations carried out using equations \((1.2)\) result in the expression
\[
y^{(n-1)}(t) = y_0 + y_1 + \ldots + y_{n-1} \quad (1.21)
\]
where the terms \(y_i\) satisfy
\[
y_i = p_i t^i \quad ; \quad i = 0, 1, 2, \ldots, n-1 \quad (1.22)
\]
by the inductive assumption. The variable \(y^{(n-1)}\) is, by definition, the term
of degree \(n-1\) in the expansion of \(f(y^{(n-1)}(t), t)\) as a power series in \(t\).

Lemma 1 and the inductive assumption \((1.22)\) guarantee
\[
y^{(n-1)}_n = d_{n-1} t^{n-1} \quad (1.23)
\]
Substitution of \((1.23)\) in \((1.2c)\) yields
\[
y_n = \frac{d_{n-1}}{n} \, t^n \quad (1.24)
\]
The desired result
\[
y_n = p_n t^n \quad (1.25)
\]
follows by direct comparison of \((1.24)\) and \((1.20)\).

This completes the proof of the theorem.
2. APPLICATIONS.

The computation of the solution to ordinary differential equations using the described method requires considerably less effort than direct use of Picard's method. In the case of linear equations with constant coefficients, only the term of degree $k$ of the argument contributes to the value of the term of equal degree in the expansion of the function as a power series. Therefore, only one evaluation of the function is needed in every iteration. It follows from equations (1.14) and (1.15) that nonlinear operations require a greater number of machine operations, as well as the storage of the polynomial representation of the operands. The power series expansion of transcendental functions is achieved using Taylor's series. Since the arguments of the functions are polynomials, the process is very inefficient. It is often possible, however, to avoid the use of transcendental functions by expressing them as solutions to auxiliary rational differential equations [6, chapter 11].

In the following examples, the solutions will be carried out using the direct application of Picard's method and the proposed simplification.

Consider the linear differential equation
\[ x' = 2x \quad (2.1a) \]
subject to the initial condition
\[ x(0) = 1 \quad (2.1b) \]

Simplification of Picard's method.

\begin{align*}
    y_0 &= 1 \\
    y_1 &= \int_0^t 2 \, dt \\
    y_2 &= \int_0^t 4t \, dt \\
    y_2 &= 2t^2
\end{align*}

Picard's method.

\begin{align*}
    x_0 &= 1 \\
    x_1(t) &= 1 + \int_0^t 2 \, ds \\
    x_1(t) &= 1 + 2t \\
    x_2(t) &= 1 + \int_0^t (2 + 4s) \, dx \\
    x_2(t) &= 1 + 2t + 2t^2
\end{align*}
\[ y_3 = \int_0^t 4t^2 \, dt \quad x_3(t) = 1 + \int_0^t (2 + 4s + 4s^2) \, ds \]

\[ y_3 = \frac{4}{3} t^3 \quad x_3(t) = 1 + 2t + 2t^2 + \frac{4}{3} t^3 \]

The result

\[ x_3(t) = \sum_{i=0}^{3} y_i \]

can be verified by inspection.

In order to illustrate a nonlinear example, consider the equation

\[ x' = x^2 \quad (2.2a) \]

and the initial condition

\[ x(0) = 1 \quad (2.2b) \]

Simplification of \hspace{1cm} Picard's method.

Picard's method.

\[ y_0 = 1 \quad x_0 = 1 \]

\[ y_1 = \int_0^t t \, dt \quad x_1(t) = 1 + \int_0^t ds \]

\[ y_1 = t \quad x_1(t) = 1 + t \]

\[ y_2 = \int_0^t 2t \, dt \quad x_2(t) = 1 + \int_0^t (1 + 2s + s^2) \, ds \]

\[ y_2 = t^2 \quad x_2(t) = 1 + t + t^2 + \frac{1}{3} t^3 \]

\[ y_3 = \int_0^t 3t^2 \, dt \quad x_3(t) = 1 + \int_0^t (1 + 2s + 3s^2 + 8s^3 + 8s^4 + 2s^5 + 8s^6) \, ds \]

\[ y_3 = t^3 \quad x_3(t) = 1 + t + t^2 + t^3 + \frac{2}{3} t^4 + \frac{1}{3} t^5 + \frac{1}{5} t^6 + \frac{1}{63} t^7 \]

The solution computed using the simplification of Picard's method

\[ y(3)(t) = \sum_{i=0}^{3} y_i \]

is identical to the sum of the terms of degree less than four in the solution computed by direct application of Picard's method.
3. - ACCURACY OF NUMERICAL RESULTS.

The polynomial
\[ y^{(n)}(t) = \sum_{i=0}^{n} p_i t^i \]  \hspace{1cm} (3.1)
computed using equations (1.2) is a truncation of the infinite series
\[ x(t) = \sum_{i=0}^{\infty} p_i t^i \]  \hspace{1cm} (3.2)
which represents the exact solution of equation (1.1) in the interval
\[ 0 \leq t \leq T \]  \hspace{1cm} (3.3)
with \( T \) defined in (1.5).

Bounds on the magnitude of the error introduced by truncation of the series (3.2) will now be discussed.

By the same reasoning used in the proof of the theorem it can be shown that the element \( x_m \) of the Picard sequence generated with equations (1.4) can be written in the form
\[ x_m(t) = \sum_{i=0}^{m} p_i t^i + \sum_{i=m+1}^{\infty} q_i t^i \]  \hspace{1cm} (3.4)
where the \( q_i \) depend on the number of iterations \( m \), the particular form of the function \( f(x,t) \) and the initial condition \( x(0) \). From the derivation of the error bound \[2^*\],
\[ \| x(t) - x_m(t) \| \leq \left( e^{HT} - \sum_{k=0}^{m} \frac{k! n^k}{k!} \right) \| x_1(t) - x_0 \| \]  \hspace{1cm} (3.5)
and the particular form (3.4) of \( x_m(t) \), it is not difficult to show that the expression
\[ \| x(t) - y^{(m)}(t) \| \leq \left( e^{HT} - \sum_{k=0}^{m} \frac{k! n^k}{k!} \right) \| x_1(t) - x_0 \| + \| \sum_{i=m+1}^{\infty} q_i t^i \| \]  \hspace{1cm} (3.6)
constitutes a bound on the error of the truncated series (3.1) computed using equations (1.2).

* The symbol \( \| \cdot \| \) denotes the norm
\[ \| z(t) \| = \max_{t \in [0,T]} |z(t)| \]
The inequality (3.6) suggests two techniques to reduce the magnitude of the error: 
a) Computation of a polynomial of degree higher than m,
b) Reduction of the length of the interval (3.4).

The degree of the computed polynomial (3.2) is limited by the hardware of
the machine used, since the coefficients of higher powers of t tend to
cause underflow or overflow in the computer. The question of efficiency
becomes the limiting factor when dealing with nonlinear equations. The
number of machine operations required to compute the nonlinear terms
grows with the square of the degree of the resulting polynomial.

Clearly, the error term (3.6) in the approximate solution \( y^{(m)}(t) \)
vanishes as \( T \to 0 \). Let the computed polynomial \( y^{(m)}(t) \) represent the
solution within the interval

\[
0 \leq t \leq h
\]

(3.7)

where \( h = T/N \). The error in the approximate solution \( y^{(m)}_{[0]}(t) \) can be made
arbitrarily small within the interval (3.7) by choosing a large enough
value of \( N \). The value \( y^{(m)}_{[0]}(h) \) can now be calculated and used as the
initial value to compute a new polynomial \( y^{(m)}_{[1]}(t) \) using equations (1.2)
with \( y(0) = y^{(m)}_{[0]}(h) \). The polynomial \( y^{(m)}_{[1]}(s) \), \( 0 \leq s \leq h \), represents the
solution of (1.1) in the interval \( h \leq s \leq 2h \). The procedure can be repeated
\( N \) times to obtain the solution for the complete interval (3.3). The
procedure described is usually called analytic continuation. It can also
be used in some cases to extend the solution for values of the independent
variable outside the interval (3.3). The approximate solution \( y(t) \) within
the complete interval (3.3) is given as a set of \( N \) polynomials of degree
\( m \) as follows:

\[
y(t) = y^{(m)}_{[k]}(s) ; \quad 0 \leq s \leq h ; \quad kh \leq t \leq (k+1)h ; \quad k = 0, 1, \ldots , N-1
\]

(3.8)

as shown in figure 1.

The error bound given by equation (3.6) may be extended to the case that
the Lipschitz condition (1.5) is satisfied for \( x_1 \) and \( x_2 \) contained

- The subscript within brackets represents the sub-interval in which the
  polynomial represents the solution of the equation.
in a ball
\[ u(x_0, r) = \{ x : \| x - x_0 \| \leq r \} \]  
(3.9)

In this case the Lipschitz constant \( M \) depends on \( r \) and \( T \). Convergence of the iterations (1.2) to the solution of (1.1) is then guaranteed and the error bound (3.6) holds if there exist values of \( T \) and \( r \) for which the inequality
\[ r \geq e^{MT} \| x_1(t) - x_0 \| \]  
(3.10)
is satisfied.

For the particular case where the Lipschitz constant \( M = \Theta < 1 \) the error bound
\[ \| x(t) - y^{(m)}(t) \| \leq \frac{\theta}{1-\theta} \| x_1(t) - x_0 \| + \sum_{i=m+1}^{\infty} q_i t^i \]  
(3.11)
is derived by direct application of the Contraction Mapping Principle [2].
4.- CONCLUSIONS.

The method presented in its analytic continuation form may be thought of as a variable order method for the solution of initial value problems in ordinary differential equations. The order of the method is given by the degree of the polynomial which represents the solution over one step and it can be specified by a parameter in the computer program [5].

The most important advantage of the method lies in the fact that it is an efficient procedure to compute continuous approximate solutions to initial value problems in ordinary differential equations. The analytic continuation scheme described in section 3 represents the solution in the form of piecewise polynomial functions of any desired degree. This allows the possibility of a stable differentiation algorithm. The kth derivative of the m degree polynomial representing the solution yields a polynomial of degree m-k. The degree is limited only by the hardware restrictions of the computer.

A digital-analog simulator program named SAS using the described method has been implemented in the Burroughs B5500, B6500 and Univac 1108 computers [3,4,5]. Table 1 shows the results of the comparison between SAS and the fourth order Runge-Kutta method described in [9, page 367] for the following problems:

a) \( y'' = -200y' - 10^{-6}y \)
   \( y(0) = 10 \quad ; \quad y'(0) = 0 \)

b) \( y'' = -y + e^t \)
   \( y(0) = 0 \quad ; \quad y'(0) = 0 \)

c) \( y'' = -0.025y^2 + 9.81 \)
   \( y(0) = 0 \quad ; \quad y'(0) = 0 \)

The maximum error was determined by comparison with the analytic solutions evaluated using double precision arithmetic. The programs are written in NUALGOL [10] and were run on the Univac 1108 computer.
<table>
<thead>
<tr>
<th></th>
<th>Problem a)</th>
<th></th>
<th>Problem b)</th>
<th></th>
<th>Problem c)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SAS</td>
<td>Runge</td>
<td>SAS</td>
<td>Runge</td>
<td>SAS</td>
<td>Runge</td>
</tr>
<tr>
<td>Maximum error</td>
<td>$10^{-6}$</td>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
<td>$10^{-5}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>CPU time milli.</td>
<td>137.4</td>
<td>498.4</td>
<td>13.5</td>
<td>64.4</td>
<td>312.6</td>
<td>90.2</td>
</tr>
<tr>
<td>Step size</td>
<td>.004</td>
<td>.0004</td>
<td>1.5</td>
<td>1/15</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>No. of steps</td>
<td>5</td>
<td>200</td>
<td>1</td>
<td>15</td>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td>Degree of polynomials</td>
<td>20</td>
<td>—</td>
<td>11</td>
<td>—</td>
<td>10</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 1.

The CPU times shown in the table do not include the time invested in the evaluation of the polynomials for the values of the independent variable needed for comparison. The results indicate the method's efficiency in the solution of linear differential equations.

A comparison of the third derivatives of the functions computed by SAS and the double precision evaluation of the analytic third derivatives is summarized in table 2. The step size, number of steps and degree of the polynomials are those shown in table 1.

<table>
<thead>
<tr>
<th>Problem</th>
<th>a)</th>
<th>b)</th>
<th>c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum error in computed $y''$</td>
<td>1400.4</td>
<td>$10^{-3}$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>CPU time milli.</td>
<td>164</td>
<td>20.2</td>
<td>395.4</td>
</tr>
</tbody>
</table>

* The solution is of order $10^8$.

The relative error is less than $10^{-5}$.

Table 2.

The method has been used successfully to compute the approximate solutions of the 'intermediate' linear boundary value problems resulting from the application of Newton's method [2,8] for the solution of certain nonlinear boundary value problems.
The application of Newton's method in Banach spaces [2,8] to find an approximate solution of the nonlinear boundary value problem
\[ x''(t) = f(x,t) \]
\[ x(0) = x(1) = 0 \] (4.1)
requires the solution of the sequence of linear boundary value problems given by
\[ x''_{k+1}(t) = f_x(x_k(t), t)x_{k+1}(t) + f(x_k(t), t) - f(x_k(t), t)x_k(t) \]
\[ x_{k+1}(0) = x_{k+1}(1) = 0 \quad ; \quad k = 0,1,2,\ldots \] (4.2)
where \( f_x(x_k(t), t) \) is the partial derivative of the function with respect to \( x \) evaluated at \( x_k(t) \). In order to apply Kantorovic's convergence theorem and error bound for the Newton sequence \( x_k(t) \); \( k = 1,2,\ldots \) starting from an initial guess \( x_0(t) \), it is necessary to compute continuous twice differentiable approximate solutions to the sequence of linear differential equations (4.2). If problem (4.2) has a unique solution, it may be expressed as a linear combination of solutions to two related initial value problems: A particular solution of (4.2) and a solution to the corresponding homogeneous equation [8]. The simplification of Picard's method can be used to compute the continuous approximate solutions of the related initial value problems. The linear combination of the computed approximate solutions yields the desired continuous twice differentiable functions which represent the approximate solutions of the sequence (4.2). A modified version of the program SAS has been used to compute approximate solutions to boundary value problems of the form (4.1). A summary of the results obtained in the computation of the approximate solution to the problem
\[ d) \quad x'' = e^{-x} \]
\[ x(0) = x(1) = 0 \]
is shown in table 3. It is known that problem d) has exactly two solutions: The 'small' solution which attains a minimum value of approximately -0.14 and the 'big' solution which attains a minimum value of approximately -4.09. The columns of table 3 are labeled accordingly.
<table>
<thead>
<tr>
<th></th>
<th>'small' solution</th>
<th>'big' solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum error</td>
<td>$10^{-7}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>CPU time millisecond</td>
<td>600</td>
<td>874</td>
</tr>
<tr>
<td>No. of Newton iterations</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Step size</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>No. of steps</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Degree of polynomials</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.
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