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iAbstract

The cache coherence mechanisms are a key component towards achieving the goal of continu-

ing exponential performance growth through widespread thread-level parallelism. This disserta-

tion makes several contributions in the space of cache coherence for multicore chips. 

First, we recognize that rings are emerging as a preferred on-chip interconnect. Unfortunately

a ring does not preserve the total order provided by a bus. We contribute a new cache coherence

protocol that exploits a ring’s natural round-robin order. In doing so, we show how our new proto-

col achieves both fast performance and performance stability—a combination not found in prior

designs. 

Second, we explore cache coherence protocols for systems constructed with several multicore

chips. In these Multiple-CMP systems, coherence must occur both within a multicore chip and

among multicore chips. Applying hierarchical coherence protocols greatly increases complexity,

especially when a bus is not relied upon for the first-level of coherence. We first contribute a hier-

archical coherence protocol, DirectoryCMP, that uses two directory-based protocols bridged

together to create a highly scalable system. We then contribute TokenCMP, which extends token

coherence, to create a Multiple-CMP system that is flat for correctness yet hierarchical for perfor-

mance. We qualitatively argue how TokenCMP reduces complexity and our simulation results

demonstrate comparable or better performance than DirectoryCMP. 

Third, we contribute the idea of virtual hierarchies for designing memory systems optimized

for space sharing. With future chips containing abundant cores, the opportunities for space shar-

ing the vast resources will only increase. Our contribution targets consolidated server workloads



ii
on a tiled multicore chip. We first show how existing flat coherence protocols fail to accomplish

the memory system goals we identify. Then, we impose a two-level virtual coherence and caching

hierarchy on a physically flat multicore that harmonizes with workload assignment. In doing so,

we improve performance by exploiting the locality of space sharing, we provide performance iso-

lation between workloads, and we maintain globally shared memory to support advanced virtual-

ization features such as dynamic partitioning and content-based page sharing. 
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Chapter 1 

Introduction

Computing has revolutionized society and serves as an engine of the world’s economy. Much

of this revolution can be attributed to the advent and incredible progress of the low-cost micropro-

cessor. Advancement of microprocessors is largely driven by Moore’s Law, which predicts that

the number of transistors per silicon area doubles every eighteen months [103]. While Moore’s

Law is expected to continue at least into the next decade, computer architects are embarking on a

fundamental shift in how the transistor bounty is used to increase performance. 

Performance improvements of microprocessors historically came from both increasing the

speed (frequency) at which the processors run, and by increasing the amount of work performed

in each cycle (e.g., by increasing the amount of parallelism). The increasing transistor bounty has

led to different ways of increasing parallelism. Early advancement of microprocessors increased

parallelism by widening the basic word length of machines from 4-bits currently to 64-bits. Archi-

tects then sought to increase parallelism by executing multiple instructions simultaneously

(instruction-level parallelism or ILP) through pipelining techniques and superscalar architectures

and to reduce the latency of accessing memory with ever larger on-chip caches. Microprocessors

further increased ILP by implementing out-of-order execution engines that completed useful work

instead of stalling on data and control dependencies. 

It now appears that existing techniques for increasing ILP can no longer deliver performance

improvements that track Moore’s Law due to energy, heat, and wire delay issues [5]. Therefore,
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mainstream microprocessor vendors have turned their attention to thread-level parallelism (TLP)

by designing chips with multiple processors, otherwise known as Multicore or Chip Multiproces-

sors (CMPs). By extracting higher-level TLP on multicores, performance can continue to improve

while managing the technology issues faced by increasing the performance of conventional sin-

gle-core designs (uniprocessors). 

Industry is embracing multicore by rapidly increasing the number of processing cores per

chip. In 2005, AMD and Intel both offered dual-core x86 products [66], and AMD shipped its first

quad-core product in 2007 [12]. Meanwhile Sun shipped an 8-core, 32-threaded CMP in 2005

[75] and plans a 16-core version in 2008. It is conceivable that the number of cores per chip will

increase exponentially, at the rate of Moore’s Law, over the next decade. In fact an Intel research

project explores CMPs with eighty identical processor/cache cores integrated onto a single die

[64], and Berkeley researchers suggest future CMPs could contain thousands of cores [15]! 

1.1  Cache Coherence and Multicore

The shift towards multicore will rely on parallel software to achieve continuing exponential

performance gains. Most parallel software in the commercial market relies on the shared-memory

programming model in which all processors access the same physical address space. Although

processors logically access the same memory, on-chip cache hierarchies are crucial to achieving

fast performance for the majority of memory references made by processors. Thus a key problem

of shared-memory multiprocessors is providing a consistent view of memory with various cache

hierarchies. This cache coherence problem is a critical correctness and performance-sensitive

design point for supporting the shared-memory model. The cache coherence mechanisms not only

govern communication in a shared-memory multiprocessor, but also typically determine how the
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memory system transfers data between processors, caches, and memory. Assuming the shared-

memory programming model remains prominent, future workloads will depend upon the perfor-

mance of the cache coherent memory system and continuing innovation in this realm is para-

mount to progress in computer design. 

Cache coherence has received much attention in the research community, but the prior work

targeted multiprocessor machines (MPs) comprised of multiple single-core processors. Perhaps

the most important difference in the design of CMPs, compared with prior MPs, is the opportunity

to take a holistic approach to design. Prior machines were usually constructed of commodity uni-

processors where the design focus was on single-core performance. The cache coherent memory

system is now a first-order design issue at the chip level. We identify some concrete CMP-specific

trends and opportunities below.

1.1.1  Interconnect Engineering Constraints

Many cache coherence schemes are tightly coupled to the interconnect ordering properties.

The interconnect of future multicores will face different engineering constraints than prior multi-

processors [81]. Not only do the electrical characteristics of on-chip networks differ from their

off-chip counterparts, there now exists a complex trade-off between interconnect resources, cache

capacity, processor capability, and power usage [79] that did not exist when uniprocessors were

designed indepedently from the multiprocessor interconnect. 

Most of the commercially successful multiprocessors used buses to interconnect the unipro-

cessors and memory. With the increasing numbers of cores within a CMP, a bus will suffer scal-

ability limits. Prior solutions for more scalable multiprocessors implement packet-switched

interconnects in topologies such as grids or tori. Multicores likely will eventually integrate
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packet-switched interconnects on-chip, but intermediate solutions may be preferable until tech-

nology scaling further reduces the cost of packet-switching. Furthermore, as we will see in Chap-

ter 2, implementing coherence on such an unordered interconnect requires additional techniques

such as using additional levels of indirection. CMPs may implement an interconnect that is sim-

pler than a packet-switched interconnect yet offers better properties than a bus. A ring is one such

alternative explored in Chapter 4 of this dissertation.

1.1.2  Building Larger Systems with Multicore Building Blocks

Vendors have long showed an interest in leveraging commodity hardware to build larger, more

capable systems. The majority of these prior systems integrated several commodity uniprocessors

to create a larger shared-memory machine. In this new era, the basic commodity building block is

now a multiprocessor itself instead of a uniprocessor. Therefore hierarchical systems, requiring

hierarchical cache coherence techniques, will become much more widespread. 

Memory systems are complex and difficult to implement correctly, as evident by the number

of bugs in shipped products [113]. A considerable portion of memory system complexity comes

from the coherence protocol. While model checking techniques [36, 109] have successfully found

subtle bugs during the design phase [69, 100], hierarchical coherence makes the state-space of the

protocols explode. In Chapter 5, we explore hierarchical coherence in a M-CMP system and dem-

onstrate a new framework for making coherence flat for correctness, yet hierarchical for perfor-

mance.
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1.1.3  Workload Consolidation and Space-sharing

Server consolidation is becoming an increasingly popular way to manage systems. For exam-

ple, web and database programs running on separate servers will consolidate onto a single server

running under virtual machines. Server consolidation, and more generally workload consolida-

tion, can increase utilization of machines and reduce administrative costs. Opportunities for con-

solidation may also increase as the number of threads per CMP rise faster than the ability of

programmers to exploit them for single programs. Rather than just time sharing jobs on one or a

few cores, we expect abundant cores will encourage a greater use of space sharing [42]. With

space sharing, single- or multi-threaded jobs are simultaneously assigned to separate groups of

cores for long time intervals. Currently proposed CMP memory systems do not appear to target

consolidated workloads with space sharing of resources. Chapter 6 presents techniques motivated

by workload consolidation and space sharing. 

1.1.4  Bandwidth and Latency Trends

Two primary technology trends driving CMP design and research is increasing on-chip wire

delay and the increasing gap between processor and memory speed. In conventional processors of

the 80s and early 90s, the entire chip could be reached in a single cycle. Technology scaling in the

coming decade may require dozens of cycles for a signal to traverse from one edge of the die to

the other [44]. Moreover, with the rising gap between processor and memory speed, maximizing

on-chip cache capacity is crucial to attaining good performance. 

Memory system designers employ hierarchies of caches to manage latency and bandwidth.

Many of today’s CMPs (including research designs) assume private L1 caches and a shared L2

cache. At some point, however, the limited bandwidth and latency of a single shared L2 cache will
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require additional levels in the hierarchy. One option designers can consider is implementing a

physical hierarchy that consists of multiple clusters, where each cluster consists of a group of pro-

cessor cores that share an L2 cache. The effectiveness of such a physical hierarchy, however, may

depend on how well the applications map to the hierarchy. In Chapter 6, we develop a mechanism

to create a virtual hierarchy to match the workload’s characteristics. 

1.2  Thesis Contributions

This section describes the research contributions of the dissertation. Although each contribu-

tion targets a different CMP design point, the concepts readily adapt to other designs as discussed

throughout the dissertation. 

1.2.1  RING-ORDER: novel coherence ordering for ring-based CMPs. 

Chapter 4 develops a new method of coherence for ring-based interconnects. Rings are emerg-

ing as a viable interconnect for future CMPs. Compared to buses, crossbars, and packet-switched

interconnects, rings may offer a preferred compromise between speed, scalability, complexity,

and resource usage. Rings are currently used by the IBM Cell [71, 61] and are under consideration

by Intel for future CMPs [63]. Figure 1-1 illustrates the base CMP design, with eight cores and

shared L3 caches, targeted in Chapter 4. 

Unfortunately the order of a ring is not the same as the order of a bus. Therefore coherence

protocols for rings must specifically consider the ordering of a ring. An existing ring-based proto-

col uses a greedy order (GREEDY-ORDER) where a request may require an unbounded number of

retries to resolve races. Another approach re-establishes the order of a bus by using an ordering
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point. Alternatively a protocol that relies on no interconnect ordering, such as a directory-based

scheme, can deploy on a ring with considerable protocol overhead. 

The primary contribution of Chapter 4 develops a new coherence protocol called RING-

ORDER. This scheme exploits the ordering properties of a ring by completing requests in the natu-

ral round-robin order. A secondary contribution demonstrates the use of an ordering point

(ORDERING-POINT) to re-establish a total bus order on a ring and compares it with RING-ORDER

and GREEDY-ORDER. We show that RING-ORDER performs up to 86% faster than ORDERING-

POINT and offers stable performance by never using retries. 

1.2.2  Multiple-CMP Coherence: DirectoryCMP and TokenCMP

Chapter 5 considers coherence for systems comprised of multiple CMPs (Multiple-CMPs or

M-CMPs). M-CMP systems will require cache coherence both within a CMP and between CMPs.

One approach uses hierarchical coherence by combining an intra-CMP protocol for on-chip

coherence with an inter-CMP protocol for off-chip coherence. Unfortunately coupling two proto-
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cols together greatly increases complexity. Another approach completely ignores the hierarchy of

an M-CMP system by using a protocol that makes no distinction between an on- and off-chip

cache. Although applying existing, flat protocols to an M-CMP can offer correct function, perfor-

mance will suffer because the physical hierarchy is not exploited for lower latency and bandwidth.

The primary contribution of Chapter 5 develops the TokenCMP framework for M-CMP

coherence. TokenCMP extends token coherence [93] to make the system flat for correctness. The

flat correctness substrate greatly eases complexity and allows the successful model-checking of

the system. We then develop simple broadcast-based performance policies to exploit the physical

hierarchy in the common case. 

A secondary contribution develops a detailed specification of a protocol, DirectoryCMP, that

uses directories for both intra-CMP and inter-CMP coherence. This two-level directory approach

gives considerable scalability to the system, but comes with a high level of complexity due to var-

ious races possible between the protocols. We solve the problem of races by using blocking direc-
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FIGURE 1-2. Base CMP Design for Chapter 5 on Multiple-CMP coherence.
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tories with an algorithm for avoiding deadlock between dependent directories. Both

DirectoryCMP and TokenCMP operate on completely unordered interconnects. 

Chapter 5 primarily evaluates TokenCMP and DirectoryCMP in an M-CMP configuration

shown in Figure 1-2. Although the number of cores in this target design is modest, the techniques

we propose in Chapter 5 will generalize to slightly larger systems. We assume no interconnect

ordering for either the on-chip and off-chip interconnection networks to ensure our schemes scale

to increasing cores-per-CMP and CMPs. In addition to reducing complexity, we also show that

TokenCMP can perform up to 32% faster than DirectoryCMP. 

1.2.3  Virtual Hierarchies 

Chapter 6 proposes the virtual hierarchy framework as a new way to build CMP memory sys-

tems. In a virtual hierarchy (VH), we overlay a coherence and cache hierarchy onto a fixed physi-

cal system. Unlike a physical hierarchy, a virtual hierarchy can adapt to fit how workloads are

space-shared for improved performance and performance isolation.

Chapter 6 applies a virtual hierarchy to a case study of a many-core CMP running several con-

solidated multithreaded workloads with space-sharing of on-chip resources. With the large num-

ber of threads available in future CMPs, consolidating workloads onto a single machine will

become more prevalent. Yet proposed memory systems for future CMPs do not target space-

shared workload consolidation. 

The primary contribution we make develops a two-level virtual hierarchy on a physically-flat

CMP that harmonizes with workload assignment. A virtual hierarchy fulfills our goals of perfor-

mance, performance stability, and globally-shared memory to support dynamic reconfiguration
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and content-based page sharing. To implement a virtual hierarchy, we develop two protocols:

VHDir-Dir and VHDir-Bcast. VHDir-Dir is an extension of DirectoryCMP, using fully mapped direc-

tories at both levels, to create a virtual hierarchy. VHDir-Bcast uses the same first-level protocol as

VHDir-Dir, but reduces global memory state by instead using a token-based broadcast protocol at

the second level. Compared to flat directory schemes, we show that VH protocols offer superior

performance and performance isolation when running consolidated workloads. In particular,

VHDir-Dir improves performance by up to 45% compared to the best-performing baseline proto-

col. 

The long-term CMP we consider in Chapter 6 is a tiled architecture consisting of 64 tiles as

shown in Figure 1-3. Each tile contains an in-order processor core, private L1 instruction and data

caches, and an L2 cache bank. The CMP implements a packet-switched interconnect in an 8x8

grid topology. While a tiled architecture offers no physical hierarchy, the virtual hierarchy offers

the latency and bandwidth advantages of a hierarchy without actually building one.

Processor

L2 Cache

L1

I&D

FIGURE 1-3. CMP Design for the Virtual Hierarchies work of Chapter 6
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1.2.4  Relationship to My Previously Published Work

This dissertation encompasses work that previously appeared in three conference publica-

tions. The work on ring-based cache coherence appears in the proceedings of the 39th Interna-

tional Symposium on Microarchitecture [96], co-authored with Mark Hill. Chapter 4 describes the

work in more detail and considers additional issues not addressed in the paper. The evaluation in

this dissertation also assumes better cache snooping capabilities and performs additional sensitiv-

ity analysis to ring and CMP parameters. 

The work on TokenCMP work was previously published in the proceedings of the 11th annual

High-Performance Computer Architecture conference [95], with co-authors include Jesse D.

Bingham, Alan J. Hu, Milo M. Martin, Mark D. Hill and David A. Wood. Chapter 5 includes

more description and specification of DirectoryCMP, more qualitative complexity arguments for

TokenCMP, an additional TokenCMP performance protocol, and an updated evaluation with more

sensitivity analysis. However Chapter 5 does not include the paper’s model checking results

because it was performed by other co-authors. 

The work on Virtual Hierarchies is published, with co-author Mark Hill, in the proceedings of

the 34th International Symposium on Computer Architecture [97] as well as the 2008 edition of

IEEE Micro’s Top Picks [98]. Chapter 6 changes some naming conventions, adds detail to proto-

col descriptions, and contains some minor evaluation differences. 

1.3  Dissertation Structure

Chapter 2 presents a background on the cache coherence problem and an overview of prior

solutions for SMPs. We also discuss differences when considering coherence for CMPs. Chapter
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3 discusses the tools, methodology, and workloads used for evaluation. Chapter 4 presents our

work on ring-based cache coherence protocols. Chapter 5 develops hierarchical coherence for M-

CMP systems. Chapter 6 presents the work on virtual hierarchies. Finally, Chapter 7 concludes

and offers reflections on the research.
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Chapter 2  

Background: Cache Coherence

This chapter presents an overview of the cache coherence problem and some related work on

existing techniques. The scope and the amount of related work is large, so we focus on the aspects

most fundamental and related to the research in this dissertation. Section 2.1 develops the cache

coherence problem in terms of multiprocessor memory consistency. Section 2.2 presents back-

ground on existing coherence techniques developed for prior multiprocessors. Section 2.3 consid-

ers some existing hierarchical systems. In Section 2.4, we discuss some of the impacts that

emerging CMP-based multiprocessors have on the cache coherence problem.

2.1  Multiprocessor Memory Consistency

2.1.1  Overview

Serial programs running on von Neumann machines present a simple intuitive model to the

programmer. Instructions appear to execute in the order specified by the programmer or compiler

regardless if the implementation of the machine actually executes them in a different order.

Importantly, a program’s load returns the last value written to the memory location. Likewise a

store to a memory location determines the value of the next load. This definition leads to straight-

forward implementations and semantics for programs running on a single uniprocessor.
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Multithreaded programs running on multiprocessor machines complicate both the program-

ming model and the implementation to enforce a given model. In particular, the value returned by

a given load is not clear because the most recent store may have occurred on a different processor

core1. Thus architects define memory consistency models [3] to specify how a processor core can

observe memory accesses from other processor cores in the system. 

Sequential consistency is a model defined such that the result of any execution is the same as

if the operations of all processors were executed in some sequential order, and the operations of

each individual processor appear in this sequence in the order specified by its program [83].

Other, more relaxed consistency models [3] can give the system builder more flexibility in imple-

menting optimizations to reduce memory latency. For example, a relaxed memory model makes it

straightforward to implement write buffers with bypassing. 

While relaxed models can improve performance by retiring memory instructions before they

have been observed by other processors in the system, proper synchronization of multithreaded

programs is still required. Systems using a relaxed memory consistency model either include

additional instructions that allow a programmer to enforce orderings between loads and stores

[49], or define semantics such that a programmer can synchronize using carefully constructed

sequences of loads and stores. 

Regardless of sequential or relaxed consistency, the addition of cache memories impacts how

consistency is implemented. 

1. This chapter on background material will use the term “processor” to refer to a single processing element and its private cache 

hierarchy. Terminology in the multicore era is evolving to use the term “processor” to refer to an entire chip that consists of 

multiple “processor cores” or just “cores”. Future chapters will adhere to this new terminology by using the term “core” instead 

of “processor” when referring to a single processing element. “Multiprocessors” will refer to systems that contain several cores, 

including multicore and prior systems constructed of single-core chips. 
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2.1.2  Impact of Caches on Memory Consistency

Cache memories have been paramount in facilitating the rapid performance progress of

microprocessors over the past twenty years. They allow processor speeds to increase at a greater

rate than DRAM speeds by exploiting locality in memory accesses. The beauty of caches is their

effective operation with very little impact on the programmer or compiler. In other words, details

of the cache hierarchy do not affect the instruction set architecture and their operation is all hard-

ware-based and automatic from a programmer’s point-of-view. 

While implementing a cache hierarchy had little ramification on a uniprocessor’s memory

consistency, caches complicate multiprocessor memory consistency. The root of the problem lies

in store propagation. While two processors in a system, P1 and P2, may both load the same mem-

ory block into their respective private caches, a subsequent store by either of the processors would

cause the values in the caches to differ. Thus if P1 stores to a memory block present in both the

caches of P1 and P2, P2’s cache holds a potentially stale value because of P1’s default operation

of storing to its own cache. This cache incoherence would not be problematic if P2 never again

loads to the block while still cached or if the multiprocessor did not support the transparent

shared-memory abstraction. But since the point of multiprocessor memory models is to support

shared-memory programming, at some point future loads of the block by P2 must receive the new

valued stored by P1, as defined by the model. That is, P1’s store must potentially affect the status

of the cache line in P2’s cache to maintain consistency, and the mechanisms for doing so are

defined as cache coherence. 

A system is cache coherent if the execution results in a valid ordering of reads and writes to a

memory location. One valid ordering is a total order of all reads and writes to a location such that
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the value returned by each read operation is the value written by the last write to that location.

More formally, a read of address A by processor P1 (ReadP1 A) is ordered after a write of address

A by processor P2 (WriteP2 A) if the value received by (ReadP1 A) is the value written by

(WriteP2 A) or some other write to A ordered between (WriteP2 A) and (ReadP1 A). In a cache

coherent memory system, any write must be totally ordered with respect to other writes and reads

to the same location. However a common optimization allows a partial ordering of reads to a loca-

tion such that at any time in the system, either a single writer may exist or multiple readers (but

not both). An important implication of this definition, known as write serialization, is that all

writes to a location are seen in the same order to all processors. 

Cache coherence is an important, but incomplete piece of multiprocessor memory consis-

tency. The mechanisms and protocols to implement cache coherence typically do so at a block (or

line) granularity such that interactions between different cache blocks are mostly independent.

Further mechanisms, usually implemented in the processor’s load and store unit, complete the

consistency model implementation by enforcing when various loads and stores to different blocks

can retire. Nonetheless, to enforce ordering requirements of a given consistency model, it is the

responsibility of the coherence protocol to indicate when a load or store operation to a block com-

pletes. Thus the strategy of this dissertation treats cache coherence as an independent issue of

memory consistency that is necessary but not sufficient to implement a given model. All the pro-

tocols we discuss can support any memory consistency model, but our descriptions will assume

sequential consistency. 



17
2.1.3  Cache Coherence Invariant and Permissions

A commonly used approach to cache coherence encodes a permission to each block stored in

a processor’s cache. Before a processor completes a load or a store, it must hit in the cache and the

cache must hold the appropriate permission for that block. If a processor stores to a block that is

cached by other processors, it must acquire store permission by revoking read permission from

other caches. This type of protocol is called an invalidation-based approach which maintains the

following invariant for a given cache block:

At any point in logical time, the permissions for a cache block can allow either a single writer

or multiple readers.

Permissions in a cache are reflected by a coherence state stored in the cache tag for a block.

States used by most existing cache coherence protocols are typically a subset of those in Table 2-

1 [128]. The coherence protocol ensures the invariants of the states are maintained. For example,

a processor can write to a block if the state is M or E because the coherence protocol ensures that

all other copies of the block in other caches are in state I. A processor can read the block when the

cache state is one of {M, E, O, S}. The cache coherence protocol enforces the coherence invariant

through state machines at each cache controller and by exchanging messages between controllers. 

States M, S, and I represent the minimum set that allow multiple processors to simultaneously

hold read permission for a block (in State S), or to denote that a single processor holds write per-

mission (State M). State O and E are used to implement coherence protocol optimizations. For

example, State O helps the protocol satisfy a read request by accessing the cache of another pro-

cessor (the owner) instead of accessing slower DRAM. State E optimizes for unshared data by

giving a processor implicit write permission on a read miss. 
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If a processor’s read misses in its cache, or the block is in the Invalid state, the processor

issues a GETS (or GET_INSTR for an instruction read miss) coherence request to obtain data for

read permission. The coherence protocol must obtain the most recently stored data to that block

and ensures that write permission is revoked from other processors. This means that any processor

in one of states {M, O, E} must supply the data and can remain in a state with read-only permis-

sion (O or S). However if no cache exists in state M, O, or E, then memory should supply the data.

The requesting processor must ultimately end up in a state with read permission (M, O, E, or S) to

finish its request. 

If a processor misses in its cache for a write, or the block is not in state M or E, the processor

issues a GETM coherence request. The coherence protocol must obtain the most recently stored

data to that block, like a GETS, but also ensures read permission in all other caches is revoked. If

a processor already holds the data in read-only permission, a possible optimization implements an

UPGRADE message that only invalidates other caches instead of obtaining the data. This disser-

tation does not discuss or implement the UPGRADE message because we seek to maintain con-

ceptual simplicity and because our empirical data shows they would rarely be used.

TABLE 2-1.  Cache Coherence States

permission invariant

Modified (M) read, write all other caches in I or NP
Exclusive (E) read, write all other caches in I or NP
Owned (O) read all other caches in S, I, or NP
Shared (S) read no other cache in M or E
Invalid (I) none none
Not Present (NP) none none



19
Satisfying a processor’s GETS or GETM request requires several mechanisms of the cache

coherence protocol to obtain the appropriate data and coherence permission. Many of these mech-

anisms are listed below:

• GETS messages must reach the processor in state M, E, or O, if one exists, to obtain the most-

recently written value.

• GETM message must reach all processors in state M, O, E, S.

• The protocol must provide indication to the processor when its GETM request can assume all

other processors have invalidated their caches. 

• A processor must eventually succeed in completing its GETS or GETM operation. This prop-

erty is also referred to as the liveness of the processor, or as a system that prevents starvation

of a processor. 

• The protocol must determine when memory responds. While cache tags can be augmented to

indicate a coherence state, doing so for standard DRAM chips is a significant compromise. 

• The protocol must ensure the coherence invariant in the face of other concurrent requests for

the same block. This problem is exacerbated by unordered interconnects that can induce many

race conditions (or races). A coherence race occurs when the timing of one request can inter-

act with another concurrent request. 

• The protocol must correctly replace dirty data to DRAM. 

Before we further discuss invalidate-based coherence protocols, we briefly touch upon an

alternative approach to coherence. An alternative to revoking coherence permission from caches

is to update the values of other caches on any store if they hold the block. Examples of update

protocols include the Xerox Dragon [16] and DEC Firefly [133]. While update protocols immedi-
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ately propagate the most recent store value to all other caches holding the block, the main disad-

vantages are the amount of bandwidth consumed and the difficulty in preserving write

serialization. In particular, when a processor stores to a block multiple times before another pro-

cessor reads the block, all updates except for the most recent were unnecessary. And when two

processors attempt to update a value simultaneously, achieving atomicity of a single write with

respect to another can become challenging. For these reasons, most systems implement invali-

date-based coherence. 

2.2  Cache Coherence Techniques for SMP and ccNUMA Machines

This section presents background work on cache coherence protocols for a large class of prior

shared-memory multiprocessor machines. Prior multiprocessors were generally classified as sym-

metric multiprocessors (SMPs) or cache-coherent non-uniform memory access multiprocessors

(ccNUMA). SMP machines generally offered the same memory access latency to all processors

across the entire address space. On the other hand, ccNUMA machines exhibited different access

latencies depending on memory region and the physical location of a processor. 

Sections 2.2.1 through 2.2.4 present snooping protocols. We consider snooping protocols as

those that broadcast a coherence request to all nodes such that distributed algorithms and state

machines can implement the cache coherence protocol. In these systems, a node is considered a

uniprocessor with its private cache hierarchy. In Section 2.2.5, we present the background on

directory-based systems. Finally in Section 2.2.6, we review an approach to coherence called

token coherence proposed in 2003. 
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2.2.1  Snooping on a Bus

The first widely-adopted approach to cache coherence is snooping on a bus. A bus connects

all components to an electrical, or logical, set of wires. A bus provides key ordering and atomicity

properties that enable straightforward coherence operations. First, all endpoints on a bus observe

transmitted messages in the same total order. Second, buses provide atomicity such that only one

message can appear on the bus at a time and that all endpoints observe the message. Third, buses

implement shared lines that allow any endpoint to manipulate a signal or condition that is globally

visible to all other endpoints during a bus transaction. Shared lines facilitate both bus arbitration

and cache coherence operations. For example, a shared owner line can indicate if any processor is

in State O, and a shared sharer line can indicate if any processor is in State S. 

A bus-based SMP is shown in Figure 2-1 where each processor and memory node in the sys-

tem connects to the bus. With all coherence messages broadcast on a bus and with message arriv-

als ordered the same way for all nodes, coherence controllers at each node implement a state

machine to maintain proper coherence permissions and to potentially respond to a request with

data. For example, when a GETM request appears on the bus, all nodes snoop their caches and the

bus

L2 Cache

CPU L1

memory

controller

bus interface

FIGURE 2-1. Bus-based symmetric multiprocessor
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memory controller prepares to fetch the data from DRAM. If the tag exists in a processor’s cache

in State S, the coherence state is changed to I in order to revoke read permission. If the processor’s

cache contains a tag in state {M, E, or O}, it asserts the shared owned line to inhibit a memory

response and then places data on the bus before invalidating its cache tag. The shared owned line

provides an important function in a bus-based protocol by signalling when the memory controller

should not respond with data that is modified in a processor’s cache. Once a processor is able to

transmit its request on the bus, its transaction will complete. Therefore the liveness (and fairness)

of a bus-based snooping protocol only depends on the method of bus arbitration employed.

To implement sequential consistency (or a memory ordering instruction in a relaxed consis-

tency model), the processor must know when it can retire the load or store instruction. For a store

instruction that required a GETM coherence request, enforcing strict ordering requires notifica-

tion when the GETM appears to have completed invalidating all other caches. For a load instruc-

tion that required a GETS coherence request, any prior stores must appear to have completed. But

since a bus serializes all requests, the bus can indicate completion before caches have actually

completed snooping the message. Therefore, for a GETM, a processor can assume all other

caches have invalidated their caches as soon as its own GETM message appears on the bus. This

assumption may require other actions to maintain sequential consistency, such as requiring a

cache controller to complete buffered snooping operations before transmitting a new message on

the bus [114]. 

Replacements in a bus-based snooping protocol are straightforward. Unmodified copies (E

and S state) can silently replace by taking no action. To write back modified data to memory, the

node must initiate a WRITEBACK bus transaction that contains the data and is accepted by mem-
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ory. The atomic nature of the bus ensures that racing coherence requests are ordered with respect

to the writeback operation. 

Snooping coherence on a bus was first described by Goodman [50]. Early bus implementa-

tions used electrically shared wires that held the bus for an entire coherence transaction. Higher-

performing buses used split transactions to allow other processors to acquire the bus while wait-

ing for a response. More modern snooping systems implement a logical bus using additional

switches, state, and logic rather than shared electrical wires. Furthermore, they can also imple-

ment the ordering of a bus only for coherence control messages. For example, the Sun Starfire

[30] system implements a logical bus only for coherence request messages, but data responses

travel on a different switched interconnect. Even higher-performing buses use pipelining tech-

niques to achieve more concurrency. While these more aggressive buses may relax the atomicity

property, they still provide a total order of coherence requests that enables a straightforward

implementation of snooping like described in this section. 

2.2.2  Greedy Snooping on a Ring

While buses offer a total order that enable simple coherence protocols, it is difficult to imple-

ment a bus that keeps pace with increasing core frequencies. Implementing a faster interconnect

requires designers to use point-to-point links instead of electrically or logically shared wires. One

option uses a ring topology where each node is connected to two other nodes such that they form

a closed loop. All messages nominally travel through the ring in the same direction, and messages

between nodes are never reordered. 
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A ring-based SMP is shown in Figure 2-2. A ring offers fast point-to-point links but avoids

some of the complexity of general purpose, packet-switched interconnects in arbitrary topologies.

Routers and switches on a ring can be fast and simple. The router at each node consists of a single

input port and a single output port. Nodes have the opportunity to insert and remove messages

from the ring using distributed arbitration [122]. 

Unfortunately the order of a ring interconnect is not the same as the order provided by a bus

because the order a node observes messages can depend on ring position. Furthermore a ring does

not offer shared lines used by the bus-based snooping protocols described in the prior section.

Therefore snooping coherence protocols for rings must adapt to the lack of total bus ordering and

the lack of atomic shared lines. 

Barroso et al. [17] examined snooping on a ring and proposed an approach that we generalize

and call greedy snooping. The primary commercial systems using ring-based coherence, the IBM

Power4/5, also uses a greedy-like snooping protocol for coherence on a ring [82]. What follows in

this section is a high-level description of greedy snooping before it is examined in lower-level

detail in Chapter 4. 

L2 Cache

CPU L1

memory

controller

ring interface

FIGURE 2-2. Ring-based symmetric multiprocessor
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A greedy snooping protocol broadcasts coherence requests to all other nodes in the system. A

GETS request seeks to find the owner of the cache line to obtain data, which is the cache in state

O, E, or M. A GETM request additionally seeks to invalidate all other sharers. While a ring natu-

rally accomplishes the broadcast operation, there is no total ordering or atomicity. Therefore

unlike the bus protocol of the previous section, a requestor cannot be assured that its coherence

request is ordered once the message is transmitted and racing (or conflicting) coherence requests

must be handled differently. 

First, all processors in a greedy protocol send the result of the snoop operation to the requestor

to indicate when a request successfully completes. This snoop response message indicates if the

processor cached the block, invalidated its cache on a GETM request, and if it was the owner and

will respond with data. The snoop response itself does not contain data and instead indicates

acknowledgement (ACK) of processing a coherence request. Fortunately a ring can reduce the

cost of a snoop response from every processor by combining responses into a single message (or

field) as a message traverses the ring. 

Second, the lack of bus ordering means the greedy protocol must handle racing requests to

ensure correct coherence. With no total ordering, racing coherence requests for the same block

address greedily order based on which request reaches the owning processor first. The owning

processor acknowledges the winning request and proceeds to handle it by sending data and/or

transferring ownership. Other racing (or conflicting) requests for the same block address are

forced to retry their request by re-issuing the request message on the interconnect. Processors

retry their request when the snoop response messages indicate that the request message was not

acknowledged by the owner. Because of this greedy order, some requestors may issue an
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unbounded number of retries due to pathological behavior that may continually cause a request to

lose the race to the owner. Therefore, a greedy protocol may exhibit liveness issues without addi-

tional mechanisms. 

A greedy protocol on a ring also requires additional mechanisms to interface with memory. In

a bus-based system, the memory controller responds to a GETS or GETM request if not inhibited

by the shared owner line. Without shared lines, either memory must contain additional state to

determine if it should source the data, or the requestor must explicitly request data from memory

if it discovers there is no other cache that owns the block.

Like bus-based snooping protocols, replacement operations with a greedily-ordered snooping

protocol are straightforward. Unmodified shared copies can silently replace whereas modified

data is simply placed on the ring for writeback to memory. Races between a replacing node and a

requesting node will result in the requestor issuing a retry. 

Additional details of how a greedy protocol operates in a ring topology are deferred to Chap-

ter 4, where we consider ring-based coherence in more detail. 

2.2.3  Greedy Snooping on Arbitrary Topologies

Building faster and more scalable systems requires interconnects beyond buses and rings.

Figure 2-3 shows the topology of a 4-processor system using point-to-point links in a 2x2 grid

topology. Like rings, a 2x2 grid has no total ordering of messages and is considered unordered. 

The greedy snooping protocol described in the last section, for ring-based interconnects, can

also operate on completely unordered topology like shown in Figure 2-3. However we are not

aware of any prior commercial system that does greedy snooping on an unordered interconnect.
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Nonetheless, we describe this approach because of the increasing popularity of broadcast-based

protocols on unordered interconnects.

To greedily snoop on an arbitrary topology, processors directly broadcast coherence messages

to all other processors in the system. The messages seek to locate the owner of a cache block and

to invalidate shared copies on a GETM request. As described in the prior section, if multiple pro-

cessors simultaneously broadcast request messages for the same block address, the message that

reaches the owning processor succeeds whereas other racing requests must retry. A processor

issues a retry when it receives a snoop response from every processor in the system and none of

the responses indicate the owning processor acknowledged the request. Instead of collecting com-

bined snoop responses on a ring, every processor responds with an explicit snoop response mes-

sage to indicate snoop completion and to indicate that the owner was found. To prevent incorrect

coherence when GETS and GETM requests race, the owner status of a block is always transferred

with the data response to any requestor. 

Another approach to snooping coherence on an unordered interconnect is token coherence, to

be discussed in Section 2.2.6. Moreover, emerging details [72] about Intel’s upcoming CSI speci-
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FIGURE 2-3. SMP with no interconnect ordering
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fication indicate that unordered broadcast coherence is also used along with a Forwarding (F)

state that appears similar to greedy snooping’s required owner (O) state. However they suggest

conflict is explicitly detected and resolved by an ordering point instead of using retries. At this

time and to our knowledge, no additional details are published about their protocol. The following

section discusses a protocol that always uses an ordering point to avoid races and conflict.

2.2.4  Ordered Snooping on Arbitrary Topologies

It is often said that all problems in computer science can be solved with a level of indirection.

We now describe a protocol, based on the AMD Opteron [7], that adds a level of indirection to

achieve coherence ordering on an unordered interconnect without the use of retries. A processor

first sends its coherence request message to an ordering point to establish the total order. In the

Opteron system, the memory controller functions as the ordering point. The ordering point then

broadcasts the request message to all other processors in the system. The ordering point also

blocks on that address to prevent subsequent coherence requests for the same cache line to race

with a request in progress. 

To indicate completion of a read or write, the requestor must wait for an explicit acknowl-

edgement (ACK) message from every other processor in the system after they complete their

snoops. Once the requestor has received all acknowledgements and data, it unblocks the memory

controller by sending a completion message. The memory controller can then initiate a broadcast

for the next waiting request for that block. Since the memory controller fully buffers and orders

requests, there are no inherent liveness or starvation issues with the protocol itself.

Once again, the lack of shared lines requires a mechanism to fetch data from DRAM when no

other processor caches the block. One option is for memory to respond with data on any GETS
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and GETM request. However if a cache holds a dirty copy of the line, then it too responds to the

requestor with the more recent data. Thus this approach results in two data responses on any shar-

ing between processors. Another option is for the requesting processor to re-request the data from

the memory controller once it receives a snoop response from every processor indicating no other

sharers. The memory controller can reduce the latency overhead of this approach by prefetching

the data from DRAM when it receives the initial GETS or GETM message. A third option, imple-

mented by Martin et al.’s adaptation of this protocol [90], adds an owner-bit to memory to indicate

that memory owns the block and should respond with data. 

Unlike bus-based and greedy snooping protocols, replacing dirty data to memory requires

additional messaging to ensure coherence. For example, consider a processor P1 replacing dirty

data to memory. If a race occurs where P2 issues a request to the memory controller while the

dirty data from P1 is in-flight to memory, P2 could receive stale data from memory instead of P1’s

most-recently modified data. To solve this race, one solution requires P1 to enter a transient state

upon sending dirty data to memory. P1 also maintains a copy of data, while in the writeback tran-

sient state, to respond to subsequent requests until it receives an ACK message from the memory

controller. We refer to this type of replacement operation as a two-phase writeback. Another type

of writeback first requests permission with the memory controller to replace the block and then

sends data after receiving an acknowledgement. This is known as a three-phase writeback [54]. 

The primary disadvantage of the Opteron-like protocol is its excessive use of bandwidth for

broadcasts and snoop responses as the system size increases. The following section considers

another approach that uses an ordering point but that uses additional state to reduce bandwidth.
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2.2.5  Directory Coherence

This section presents an overview of directory-based coherence. Directory coherence offers

increased scalability by reducing the amount of messages required for coherence requests [4].

Like the Opteron approach of Section 2.2.4, a level of indirection enables coherence on an unor-

dered interconnect. Unlike the Opteron approach, directory protocols include additional state at

the ordering point to reduce the bandwidth of broadcasts and system-wide snoop acknowledge-

ment messages.

A directory contains state about the sharing status of a given block to determine the actions

needed when a coherence request is received. A typical directory includes a list of sharers for each

block, and a field that points to the current owner. A directory can also take other forms, such as a

linked list of sharers [53], or sharing lists at a coarser granularity than single processor-cache

nodes [52]. Directory-based cache coherence was first suggested by Tang [129] and Censier et al.

[28]. Examples of commercial machines using directories include the SGI Origin [84] and the

Alpha 21364 [104]. 
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A directory system, like the Alpha 21364 [104], is shown in Figure 2-4. Each uniprocessor

node contains a router to interface with the interconnect, as well as a directory controller that

implements the coherence protocol for the portion of memory directly accessible by its memory

controller. Thus every cache line address maps to an interleaved home node that contains the

appropriate directory and memory controller for the line. The directory state for each line is usu-

ally stored in DRAM either in a reserved portion of DRAM, on separate chips, or by exploiting

ECC re-encoding techniques [115, 48]. 

If a processor misses in its private cache hierarchy on a read request, it issues a GETS coher-

ence request to the home node for the memory line. The directory controller at the home node

accesses the directory state for the line in question. If the entry for the line indicates no sharers,

the block is idle. In this case, the directory fetches data from DRAM, returns the data to the

requestor, and updates the directory state to indicate that the requestor now owns the block. On

the other hand, if the directory entry for the GETS request indicates another node owns the block,

then the directory controller generates a forward message to the owning node and adds the

requestor identification to the sharing list. The owning node responds with data directly to the

requestor. 

If a GETM request reaches the directory with a non-zero sharers list, then the directory con-

troller generates invalidation (INV) messages to every sharing node. Upon invalidating its cache,

the recipient of an invalidation message sends an acknowledgement (ACK) message to the

requestor. The GETM requestor completes its write when it has received data and has received an

acknowledgement message for every invalidated sharer.
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To maintain the coherence invariant in unordered interconnects, directories use transient or

busy states while forward and invalidate messages reach their destined caches. Subsequent

requests reaching a busy directory are either buffered [2] or negatively acknowledged (NACKed)

[84]. Requests that are NACKed must be retried by the requestor. Such a NACKing protocol may

use an unbounded number of retries for the request, which can lead to starvation under pathologi-

cal situations. In Chapter 4, we observe a similar starvation scenario with a ring-based protocol

that uses unbounded retries. 

2.2.6  Token Coherence

The previous techniques to coherence, snooping and directory, both require the careful coordi-

nation of message exchanges and of state-machine transitions to ensure the coherence invariant.

The properties of the interconnect also further complicate the design of the protocol to ensure the

invariant. A technique proposed in 2003, token coherence, directly enforces the coherence invari-

ant through a simple technique of counting and exchanging tokens. 

Token coherence [93] associates a fixed number of tokens with each block. In order to write a

block, a processor must acquire all the tokens. To read a block, only a single token is needed. In

this way, the coherence invariant is directly enforced by counting and exchanging tokens. Cache

tags and messages encode the number of tokens using Log2N bits, where N is the fixed number of

tokens for each block. 

Token coherence allows processors to aggressively seek tokens without regard to order. A

performance policy is used to acquire tokens in the common case. For example, a processor in a

multiprocessor could predict which processor possesses the tokens and only send a message

directly to it. However prediction can be incorrect and a processor’s request may fail to acquire
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the needed tokens. Thus while a performance policy seeks to maximize performance, token

coherence also provides a correctness substrate to ensure coherence and liveness. 

There are two parts to the correctness substrate: safety and liveness. Coherence safety ensures

the coherence invariant at all times by counting tokens. Ensuring liveness means that a processor

must eventually satisfy its coherence request. Since the requests used by the performance policy,

transient requests, may fail, the correctness substrate provides a stronger type of request that

always succeeds once invoked. These persistent requests, when invoked, ensure liveness by leav-

ing state at all processors so that in-flight tokens forward to the starving processor. Different

mechanisms ensure that only one persistent request for a given block is active, and that starving

processors eventually get to issue a persistent request. 

With a correctness substrate in place, a performance policy uses transient requests to locate

tokens and data in the common case. The TokenB performance policy targets small-scale glueless

multiprocessors. TokenB broadcasts a requestor’s GETM and GETS message to every node in the

system. Nodes respond to GETS and GETM requests with tokens and possibly data. An owner

token designates which sharer should send data to the requestor. Since TokenB operates on an

unordered interconnect and does not establish an ordering point, races may cause requests to fail.

For example, P1 and P5 may both issue GETM requests for a cache line. Sharer P2 might respond

to P1’s request with a subset of tokens and sharer P6 might respond to P5’s request with another

subset of tokens. Since both requests require all tokens, both requests fail to acquire the needed

permission. TokenB detects the possible failure of a request by using a timeout. After the timer

expires, TokenB may issue a fixed number of retries before it activates a persistent request (to

establish the order of racing requests).



34
Replacements in token coherence are straightforward. The replacing processor simply sends a

message with the tokens to the memory controller without additional control messages. Token

counting ensures coherence safety regardless of requests that race with writeback messages. How-

ever, completely silent replacement of unmodified shared data is not possible and tokens must

replace to memory.

Token coherence enables a broadcast protocol on an unordered interconnect as well as others

described in Martin’s thesis [90]. The TokenB broadcast protocol has some similarities to the

greedy snooping approach we described in Section 2.2.3. We briefly comment on a few key dif-

ferences. In TokenB, coherence requests are broadcast directly from the requesting processor to

all other processors like greedy snooping. Unlike greedy snooping, only processors sharing the

block must respond with an acknowledgement message. However in TokenB, conflict is not

explicitly detected because a snoop response is not received from every processor. Therefore,

TokenB uses a per-request timer that is used to issue retries or to invoke a persistent request upon

timeout. Moreover, in a greedy snooping approach, one requestor is guaranteed to win a race

whereas in token coherence, pathological scenarios could result in system-wide starvation without

the additional persistent request mechanism. 

We leverage the token counting idea from token coherence in protocols we propose in Chap-

ters 4, 5, and 6. In Chapter 4, we develop a novel ring-based protocol that uses token counting. In

Chapter 5, we extend token coherence and TokenB to a Multiple-CMP system. In Chapter 6, one

of our proposed virtual hierarchy implementations uses token counting for a level of coherence. 
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2.3  Hierarchical Coherence

While we discussed several cache coherence techniques in Section 2.2, the majority of prior

multiprocessors were smaller, bus-based systems built with commodity uniprocessors. Intel’s

Pentium Pro family of processors even allowed system builders to create a 4-processor “quad-

pack” SMP without any additional chips. To build even larger multiprocessor, designers leveraged

commodity hardware by using an entire commodity bus-based system, like the Pentium quad-

pack, as a single node in a larger directory-based multiprocessor. Examples include the Stanford

Dash [86], the SGI Origin2000 [84], Sequent STiNG [89], and the Sun Wildfire [54]. These sys-

tems used hierarchical coherence where the first level used the bus-based snooping protocol of the

commodity hardware, and the second level used a scalable directory approach. 

Figure 2-5 illustrates a system based on the Sun Wildfire. Each bus-based node contained an

interface that bridges the bus-based first-level coherence protocol to the directory-based second-

level protocol. The interface acts as a proxy in the node’s bus-based snooping protocol. If a bus

transaction requires coherence actions from the second-level directory protocol, the interface

asserts an “ignore” signal to remove the transaction from the bus order at all nodes. The interface

Memory interface

$
CPU

$
CPU

$
CPU

bus

FIGURE 2-5. Multiprocessor built with bus-based SMP nodes
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then handles coherence actions at the second level. Once global coherence actions complete, the

interface replays the request on the bus. 

The shared “ignore” signal greatly simplifies the interface between a bus-based and directory-

based protocol. While most existing hierarchical systems used snooping bus-based coherence at

the first level, Chapters 5 and 6 consider hierarchical coherence in CMP environments that do not

offer the ordering properties of a bus. As we will see, the complexity at the interface between pro-

tocol levels can become significant, especially when the first-level protocol is not a bus. 

2.4  Multicore Considerations

While the design space for SMPs and ccNUMA machines is large, it only increases for the

next generation of multiprocessors consisting of several processor cores per chip and possibly

several multicore chips. In this section, we discuss some of the differences in future CMP systems

that impact the design of cache hierarchies and coherence protocols.

The cache hierarchy of CMPs will contain more diversity than prior SMPs. Most SMP nodes

consisted of a single processing core with a private cache hierarchy. CMPs could naively imple-

ment an “SMP on a chip” where each processor has a private cache hierarchy just like a SMP

node. But the increasing cost of off-chip memory misses means that CMPs should maximize the

capacity of the on-chip cache hierarchy by limiting the number of times a block is stored. That is,

a CMP should limit the level of replication to maximize the effective capacity of the CMP cache

hierarchy. Thus many CMP designs and proposals use a cache hierarchy such that one of the lev-

els of caches is shared amongst multiple processors. Figure 2-6 depicts CMPs with one or more

shared caches. 
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A shared cache affects the design of the coherence protocol as it likely integrates with other

private caches or possibly other shared caches. For example, in Figure 2-6(a), coherence must be

maintained amongst the private L1 caches of all processor cores. In Figure 2-6(b), coherence must

be maintained amongst private L1 caches and amongst the multiple shared L2 caches. Another

option for maximizing on-chip cache capacity implements per-core private cache hierarchies like

a SMP, but then selectively chooses whether or not to allocate a cache block into a core’s private

L2 cache [29, 22]. On a subsequent miss, the core can instead obtain the block from a neighboring

on-chip cache by leveraging the coherence protocol. 

More generally, as CMPs implement a myriad of cache banks and policies for placing, migrat-

ing, and replicating data [73, 60, 23], mechanisms for implementing these policies will become

intertwined and integrated with the coherence protocol. For example, a D-NUCA approach [73]

applied to a CMP would contain a tiled array of small cache banks [23]. Cache blocks would

dynamically migrate towards the processor cores on demand. However locating these blocks for

satisfying a demand miss and for keeping caches coherent is a challenging and unsolved problem

for D-NUCA, with many implications for the coherence protocol. While D-NUCA represents a
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complex design, even simpler approaches will need coherence optimizations that recognize the

latency gap between on- and off-chip communication, and that respect distance locality by acquir-

ing data from the closest possible source. 

Finally, the structure of CMPs, with their multiple private caches, provides new opportunities

to implement known techniques. For example, a directory protocol for on-chip coherence may

implement the directory state in SRAM instead of DRAM. Techniques for implementing on-chip

directory coherence will be discussed in Chapter 6.
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Chapter 3  

Evaluation Methodology

This chapter presents the common evaluation methodology used for the dissertation. 

3.1  Full-System Simulation Tools

We use full-system simulation to evaluate our proposed systems. Full-system simulation

enables us to evaluate proposed systems running realistic commercial workloads on top of actual

operating systems. It also captures the subtle timing affects not possible with trace-based evalua-

tion. For example, different coherence protocols might cause the execution to take different code

paths that would not be reflected in a trace.

We use the Wisconsin GEMS simulation environment [94], which is based on Virtutech

Simics [137]. Simics is a commercial product from Virtutech AB that provides a full-system func-

tional simulation of multiprocessor systems. GEMS is a set of modules that extends Simics with

timing fidelity for our modeled system. GEMS consists of two primary modules: Ruby and Opal.

Ruby models memory hierarchies and uses the SLICC domain-specific language to specify proto-

cols. Opal models the timing of an out-of-order SPARC processor. 

3.2  Methods

Evaluating the performance of a proposed system requires meaningful metrics. While

researchers of microarchitectures often use instructions-per-cycle (IPC) as a metric to judge per-
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formance improvements, IPC is not a good metric for evaluating the coherence protocols and sys-

tems in this dissertation [10]. The reason is that the components studied are sensitive to

synchronization, where the rate of instructions completed is not a good indicator of system perfor-

mance. For example, spending more time on spin-based synchronization, common in OS kernels,

would lead to a higher and better IPC (because of excessive spinning) even though overall runt-

ime would increase. Instead, we evaluate overall performance by measuring the amount of work

completed by the system. 

We use a transaction-counting methodology [8] to measure the performance of a system. Each

workload is broken into transactions (e.g., an Apache transaction completes the fetch and transfer

of a single static web page), and then we measure the number of cycles required to complete a

fixed number of transactions. Thus we use a workload-dependent unit of work to evaluate perfor-

mance and expressed the number of cycles as runtime. For running consolidated workloads in

Chapter 6, we alternatively count the number of transactions (for each workload) completed after

running for a fixed number of memory system cycles. 

Since full-system simulation incurs slowdowns of several orders of magnitude, we are limited

to running a limited number of transactions for each workload. To avoid cold-start effects, each

workload checkpoint is at a point where the application has been loaded and running in steady-

state. Furthermore, we ensure the caches are reasonably warm when staring data-collection runs. 

In addition to using a transaction-counting methodology, pseudo-random variations are added

to each simulation run because of non-determinism in real systems [9]. To add this variation, the

fixed memory latency parameter includes a small randomized component. Then we perform sev-

eral simulations and compute the average runtime for each workload with an arithmetic mean.
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Error bars in our runtime results approximate a 95% confidence interval. To display the runtime

results across multiple workloads, we show normalized runtime rather than raw cycles. 

In addition to runtime, we also report the traffic required of each protocol. We add up the total

number of bytes transmitted on every link of the interconnect and then normalize them. For all

protocols, each control message is assumed to use 8 bytes whereas data-carrying messages con-

sume 72 bytes. 

Other metrics specific to each chapter will be discussed where appropriate. 

3.3  Workload Descriptions

Here we describe the commercial workloads used for evaluation in all chapters. All of the fol-

lowing operate on the Solaris 9 operating system. 

• Online Transaction Processing (OLTP): The OLTP workload is based on a TPC-C v3.0 bench-

mark with 16 users/processor and no think time. IBM’s DB2 v7.2 EEE database management

system serves as the back-end and accounts for nearly all activity in this workload. The users

query a 5GB database with 25,000 warehouses stored on eight raw fiber-channel disks. A disk

is also dedicated to store the database log. The system is warmed with 100,000 transactions

and the hardware caches are warmed with an additional 500 transactions. 

• Java Server Workload: SPECjbb. SPECjbb2000 is a server-side Java benchmark that models a

3-tier system, but its main focus is on the middleware server business logic. Sun’s HotSpot

1.4.0 Server JVM drives the benchmark. The experiments use 1.5 threads and 1.5 warehouses

per processor. We use over a million transactions to warm the system and 100,000 transactions

to warm simulated hardware caches.
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• Static Web Content Serving: Apache. The first of our two web server workloads is based on

Apache. We use Apache 2.0.43 configured to use a hybrid multi-process multi-threaded server

model with 64 POSIX threads per server process. The web server is driven by SURGE with

3200 simulated clients each with a 25ms think time between requests. Apache logging is dis-

abled to maximize server performance. We use 800,000 requests to warm the system and 1000

requests to warm simulated hardware caches.

• Static Web Content Serving: Zeus. The second of our two web server workloads uses Zeus,

which uses a different event-driven framework. Each processor in the system is bound to a

Zeus process which waits for web serving events (e.g., open socket, read file, send file, close

socket, etc.). The rest of the configuration, including SURGE, is identical to the Apache work-

load. 

In addition to the commercial workloads above, specific chapters will use additional work-

loads and micro-benchmarks to further enhance evaluation where appropriate. 

3.4  Modeling a CMP with GEMS

This section describes how the CMP memory systems in this dissertation are modeled using

GEMS. Like most simulation, we realistically model some components of the system but idealize

others. The goal of our evaluation is not to simulate realistic or absolute runtimes for all future

CMPs. Instead the goal is to validate designs and to provide insights into the relative merits of a

subsystem studied.

Our simulations attempt to capture the first-order affects of coherence protocols, including all

messages required to implement the protocol on a given interconnect. We expect most of the ide-
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alized components of the simulator either affect all protocols in the same way, or that designers

would compensate the design of dependent subsystems such that they match the given protocol.

For example, if a protocol requires that a cache snoop X tags/cycle, then the designers would

engineer this ability into the implementation. However where appropriate, we will measure and

report the counts of these events even if they do not affect the simulated runtime.

To first order, the CMP memory model consists of various controllers connected via network

links in a specified topology. Processor models interface with an L1 cache controller. L1 cache

controllers then interact with other controllers (i.e., directory/memory controller) and interconnect

links to model the timing of an L1 miss. Most timing is modeled by a controller specifying the

delay of when a message is injected into the network, and the delay incurred through modeling the

delivery of the message. Details of how the major components of the system are modeled are as

follows:

Processors. We model both simple, in-order and more aggressive, out-of-order SPARC process-

ing cores. The in-order model assumes every instruction executes in a single cycle barring any

stall time in the memory system. The out-of-order model is loosely based on the MIPS R10000

[144] and further described in Mauer et al. [99].

Caches. All evaluations in this thesis use 64 KB, 4-way associative L1 instruction and data

caches. The sizes of other caches are unique to each chapter’s evaluation. L2 and L3 caches are

split into banks as specified by the target design. All caches implement perfect LRU cache

replacement. Unless otherwise specified, we do not constrain the lookup bandwidth and instead

model a fixed access latency. 
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Cache Controllers. Controllers implement most of the logic of a CMP. The ring-based CMPs of

Chapter 4 implement a combined L1/L2 controller, and a combined L3/directory/memory control-

ler. The CMPs of Chapters 5 and 6 implement L1 cache controllers, L2 cache controllers, and

directory/memory controllers. The behavior of controllers is specified using SLICC [121, 90].

Events trigger transitions, which consist of a set of atomic actions. Actions can update state in the

controller and also inject messages into the network. The actual implementation of cache control-

lers is a detailed design in itself, often employing techniques to increase throughput such as pipe-

lining. While we do limit the number of outstanding transactions a controller can handle, we do

not model the detailed pipeline of the controller logic. 

Directory Controllers and Memory. We model idealized memory controllers such that every

access incurs a fixed delay, specified in each chapter, plus a random component added to account

for workload variability. The random component is a uniform random number between zero and

six cycles. All other aspects of DRAM, including bandwidth, are idealized. 

Interconnect. We use the same GEMS’ networking model to approximate all of the target inter-

connection networks. For each target CMP, we specify the network topology using a configura-

tion file. The file specifies the endpoints of the interconnect as well as the links between network

switches. While GEMS does not model the characteristics of links at the lower network levels,

each link is specified with fixed latency and bandwidth parameters. A message always incurs the

latency specified plus any additional queuing delay due to insufficient bandwidth. 

Where appropriate, each of the evaluations in the subsequent chapters will elaborate on more

specified details of the above components.
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Chapter 4

Cache Coherence for Rings

The on-chip interconnect is paramount to the design of future CMPs. While the design of the

multiprocessor interconnect in prior machines usually occurred independently from the processor

itself, the CMP interconnect competes for the same resources as both cores and caches. This chap-

ter explores cache coherence for ring-based multiprocessors. 

Rings offer a promising interconnect because of their simplicity, speed, and efficiency of on-

chip resources. Existing products like the IBM Power4 [132], Power5 [119], and Cell [71] already

use ring-based interconnects. Intel also indicates their consideration for next-generation CMPs

consisting of 8 to 16 cores [63]. The purpose of this research does not argue for a ring intercon-

nect. Instead, we present coherence ordering strategies assuming a ring.

4.1  Rings: Motivation and Background

A ring is generally a network topology where each node is connected to two other nodes, with

point-to-point links, such that a closed loop is formed. In a unidirectional ring, all messages travel

in the same direction with point-to-point ordering between nodes. In a cache-coherent system,

multiple unidirectional rings can be interleaved by address. Alternatively, systems may also

implement unidirectional rings in opposing directions to form a bidirectional ring. 
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Figure 4-1 shows some example ring-based CMPs. In Figure 4-1(a), a ring connects four

cores and four banks of a shared L2 cache. In Figure 4-1(b), the private L2 cache of each core

connects to the ring along with shared L3 banks. Figure 4-1(c) shows a 16-core system comprised

of dual-core “clusters” that each share an L2 bank connecting to the ring.

A ring offers an attractive alternative to buses, crossbars, and packet-switched interconnects.

Many proposed or existing CMPs implement either a logical bus or a crossbar as the on-chip

interconnect [56, 20, 76]. Implementing a logical bus in a many-core CMP will likely necessitate

a pipelined design with centralized arbitration and ordering points. Consider a logical bus design

described by Kumar et al. [79]: To initiate a request, a core must first access a centralized arbiter
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and then send its request to a queue. The queue creates the total order of requests, and resends the

request on a separate set of snoop links. Caches snoop the requests and send the results on another

set of links where the snoop results are collected at another queue. Finally the snoop queue

resends the final snoop results to all cores. This type of logical bus will result in significant perfor-

mance loss to recreate the ordering of an atomic bus. Crossbar interconnects, used in the Sun Nia-

gara [76] and Compaq Piranha [20], will also suffer scalability limits in terms of on-chip

resources because the number of wires grows with the square of endpoints. In fact the designers of

the IBM Cell interconnect chose a ring topology over a crossbar because of the efficiency of wires

[62]. 

Microarchitects can move to a packet-switched network using a general topology, like a grid

or torus, to create a scalable on-chip interconnect. However this “route packets, not wires”

approach [38] also comes with significant costs. First, implementing the interconnect itself

requires the correct design and verification of all queues, routers, and algorithms for routing with

deadlock avoidance. Second, significant state and area overhead may be devoted to buffers and

logic required for packet-switching. Third, a directory coherence protocol designed to operate

with an unordered network is usually needed for most topologies, requiring costly indirections

and acknowledgement messages. Fourth, proposed routers for CMPs require several pipeline

stages [80, 78], thus increasing the latency of communication and motivating additional research

on mechanisms, with their added complexity, to bypass router pipelines under certain conditions

[40, 78]. 

Rings offer many advantages including fast point-to-point links. The routers of a ring are very

simple and can be implemented with minimal (or no) buffering. Rings can also operate without
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back-pressure mechanisms. If the destination of a message lacks sufficient resources to handle it,

the message can remain traversing the ring until resources become available. In this way, a ring is

analogous to a “traffic roundabout”. In a traffic roundabout, once a car is able to enter the round-

about (ring), it continues to circulate until it is able to exit (acquire a buffer). A similar technique

uses a ring to implement the internal logic of a router in a general-purpose interconnect [1]. 

Rings offer simple, distributed arbitration and access methods [122]. The simplest method of

access is called a token ring (also known as a Newhall ring). In a token passing ring, only a single

node can transmit data at any time governed by a special token passed fairly around the ring. A

slotted ring allows multiple simultaneous transmitters, but the ring is segmented into fixed-sized

slots of different types (e.g., request and response slots). Nodes must wait until the header of an

available slot appears at the ring interface before transmission. In a register-insertion ring, nodes

can begin transmission immediately, but may be required to buffer incoming data during trans-

mission. To prevent loss of data during buffering, a node must cease transmission of data when

the buffer fills. 

A ring can also aid in reliability. Reliability is projected to become a major obstacle in future

CMP designs [25] as both permanent and transient faults threaten to disrupt the progress of tech-

nology scaling. Aggarwal et al. [6] propose an architecture to facilitate configurable isolation

within a CMP by partitioning a single ring-based interconnect into multiple, isolated rings. A ring

architecture can also tolerate transient faults by using a source-based check of message integrity.

That is, the sender of a message can retain a copy while the message traverses the entire ring back

to the sender. If the message became corrupted along the way, the sender can then re-send the

message. As discussed in Section 4.5.1, this can have ramifications on the coherence protocol. 
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Finally a ring may simplify the design of other related structures, such as cache banks, by con-

trolling the rate of message arrivals. For example, in a crossbar system, multiple cores can simul-

taneously issue requests to a cache bank. The cache bank would then have to arbitrate and select a

request to service from those waiting. On the other hand, cache banks attached to a ring service

requests from a single point of arrival with a maximum rate controlled by the speed of the ring. 

In this chapter, we explore cache coherence techniques for ring architectures. Our approaches

apply to physical rings described in this section as well as logical rings on a general-purpose

packet-switched interconnect [124]. The primary issue we address is the ordering of coherence

requests on a ring. A topology of a ring suggests a natural round-robin ordering of requests. How-

ever existing snooping protocols rely on an atomic bus, and existing directory protocols suffer too

much overhead when operating on a ring. We first examine existing approaches that either recre-

ate a total order with an ordering point or use a greedy approach with unbounded retries. We then

offer a new approach to ring-based coherence that offers both fast performance by not relying on

ordering points, and stability by not using retries. 

4.2  Ring-based Cache Coherence

The primary challenge toward implementing cache coherence on a ring is that the ordering

properties are not the same as a globally ordered bus. Figure  illustrates how nodes on a ring may

see a different order of message arrivals depending on ring position. With a lack of total order, the

bus-based snooping protocol described in Section 2.2.1 would result in incorrect coherence.
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Therefore cache coherence protocols for rings must create their own ordering of requests. Rings

also lack shared lines typical of physical or logical buses. The lack of shared lines will require

additional mechanisms for inhibiting a memory response and implementing certain coherence

states and optimizations. 

The ordering problem illustrated in Figure  could be entirely avoided if the ring only allows a

single transmitter on the ring at any given time. For instance, a token ring local-area network

[122] governed transmission by passing a token round-robin on a ring. A ring node could not

transmit a message on the ring until it received the token. Upon finishing transmission, a node

would pass the token to the next node. Using this approach would ensure that all nodes on the ring

see the same order of messages. We dismiss this approach for several reasons. First, many mes-

sages used for coherence are very short. Therefore the overhead of waiting for a token before

transmitting a small control message may severely impact the ability to utilize ring resources.

Second, even if multiple tokens interleaved by block address were used to increase utilization, a

node could not transmit its request until the appropriate token arrived, thus impacting latency

even in an otherwise idle ring. Therefore we only consider ring implementations that allow multi-

ple simultaneous transmitters. 

P3

P6

P12

P9

A

B

FIGURE 4-2. Ring Reordering.  For unidirectional rings that allow simultaneous
transmitters, the order of received messages may depend on ring position. Here, P12
receives messages in {A,B} order whereas P6 sees them in {B,A} order.
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In addition to allowing multiple simultaneous transmitters, deploying a ring in a modern CMP

requires additional aggressive implementation techniques. In particular, to minimize latency a

ring-based system should immediately forward request messages to the next node (i.e., eager for-

warding [124]) instead of first performing a snoop and then forwarding the message (i.e., lazy for-

warding). 

One option for coherence on a ring-based interconnect is to employ a protocol that has no reli-

ance on the ordering properties of the underlying interconnect [91], such as a directory-based pro-

tocol. The Scalable Coherence Interconnect (SCI) [53] is an example of a system that used a

directory-based protocol on ring interconnects. Unfortunately directory-based coherence is espe-

cially inefficient on a unidirectional ring because the sometimes numerous control messages must

make multiple ring traversals. The SCI protocol required four traversals alone to add a reader to

its linked directory structure of sharers (although other non-linked directory structures may per-

form better). We do not consider directory-based schemes in this chapter because they do not take

advantage of ring properties. Furthermore, to deal with racing requests, directory protocols either

entail additional complexity and logic overhead or employ starvation-prone Nacking schemes. 

In the rest of this section, we develop ordering strategies for snooping protocols that do not

require directory state. We first assume a unidirectional ring for all messages for the same block

address. Bidirectional rings for data transfer will be discussed in Section 4.3.4. 

4.2.1  ORDERING-POINT

The first class of protocols recreates the global ordering of an atomic bus by establishing a

point on the ring where all requests are ordered. The disadvantage of this approach is that requests

are not active until they reach the ordering point, thus increasing both latency and bandwidth. As
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described in Chapter 2, ordering points are commonly used to deal with unordered interconnects.

However, ORDERING-POINT exploits the order of a ring so that requests, even for the same block

address, are pipelined and never stall at the ordering point. 

4.2.1.1  ORDERING-POINT: Overview

Figure 4-3 shows an example of how ORDERING-POINT works. The full specification of

ORDERING-POINT is available in Table A-2 of Appendix A. A node’s request message is initially

inactive and ignored by other nodes until it reaches the ordering point. The ordering point acti-
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Glossary:  getM = get modified, O = owned, I = invalid, IM = issued request for modify
final ack message can be omitted with additional assumptions discussed in Section 4.2.1.2*

FIGURE 4-3. Example of ORDERING-POINT. 

The example depicts two exclusive requestors in the ORDERING-POINT protocol (some actions not labeled in 
figure):

(1) P9 and P3 issue get modified requests to a block owned by P6.
(2a) P9’s request reaches the ordering point and is made active. The active request will invalidate caches and
locate the owner.
(2b) P3’s inactive request is ignored by P6 and P9.
(3) P6 receives P9’s active request, performs a snoop, sends data to P9.
(4) P9 forwards its own active request to potentially invalidate other processors. P9 sets a bit indicating its
own active request is received.
(5a) P3’s request reaches P9 (already seen own request). P9 commits to service it upon completion.
(5b) The ordering point removes P9’s active request, sends final ack message indicating all caches are invali-
dated. 
(6) P9 receives data from P6.
(7) P9 receives final ack message and sends data to P3. 



53
vates the request by setting a bit in the header of the message. In this manner, the ordering point

creates a consistent order of active request messages seen by other processors. The owning node

will eventually complete a snoop and send data to the requesting core. After the active request

message traverses the entire ring, the ordering point removes the message from the ring and, for a

GETM request, sends a final acknowledgement message to the requestor indicating that all

snoops (invalidations) have completed. 

To prevent the ordering point from blocking subsequent requests while a request is already in-

progress for the same block address, a requestor must record the first active request message

received after observing and forwarding its own active request. By doing so, it commits to satisfy

one subsequent request, thereby forming a linked chain of coherence service. If any of the subse-

quent requests are for exclusive access (GETM), the requestor will also invalidate itself upon

completing its own request and servicing the next. Therefore the Miss Status Holding Registers

(MSHR) [77] include a {requestor id} field and a {observed GETM} bit. 

Replacements of owned or dirty data must be ordered with requests to ensure the linked chain

of coherence requests does not break down. A cache can, however, silently replace shared (non-

owned) data. Our replacement algorithm assumes the memory controller functions as the ordering

point for the appropriate interleaved cache lines. The replacing cache controller places a PUT

message on the ring which is ordered with other potential requests at the memory controller

(ordering point). The memory controller also allocates an entry in a MSHR-like table, and enters

state WP to indicate that a writeback operation is pending. When the cache controller receives its

own PUT request, it then sends data to the memory controller to complete the replacement. If,

however, the memory controller receives another GETM or GETS request while in state WP, it
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enters WPR and records the ID of the requestor so that when it receives the writeback data, it can

then service the marked request. 

Further discussion of how memory controllers interact with the ORDERING-POINT protocol are

deferred to Section 4.3.1. 

4.2.1.2  ORDERING-POINT: Discussion

In this section, we discuss an optimization to ORDERING-POINT, its implications on memory

consistency, and the overheads of the protocol. 

The final acknowledgement message (shown as step 5b in Figure 4-3) is required to imple-

ment sequential consistency in a system that uses multiple rings interleaved by address and that

may buffer or delay request messages on the ring. However if a single ring is used or if request

messages never delay, then the final acknowledgement message can be elided. In this case, a core

can commit its load or store instruction as soon as it receives required data and processes all buff-

ered snoops at the point it observes its own active request message. 

To understand this issue of memory consistency when not using a final acknowledgement

message, consider the example shown in Figure 4-4. Sequential consistency is violated if P9 is

able to read the new value of B (B=1) before reading the old value of A (A=0). However if P6

commits its store to A once it observes its own valid GETM and the {P6 getM A} message gets

delayed on its way to P9, then this violation could in fact occur. For instance, messages for block

B could traverse a different ring without delays, and P6 could commit its store to B and supply

new data to P9 before the original {P6 getM A} invalidates P9’s shared copy of A. Final acknowl-

edgement messages would prevent this scenario by forcing P6 to delay its committment of A until
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all other nodes have invalidated their cache. This scenario would also never occur in a single ring

or in multiple unidirectional rings that operate in synchrony. 

On average, a request in ORDERING-POINT must traverse half the ring (N/2 hops) to reach the

ordering point, then traverse the entire ring (N) while active for a total of N+N/2 hops. Assuming

a final acknowledgement message is used, the total control traffic is 2N. Although the protocol

creates a total order of requests with a bounded latency, strictly ordering requests at the ordering

point imposes additional latency compared to a protocol that could make active requests immedi-

ately.

4.2.2  GREEDY-ORDER

In a greedily ordered protocol, requests are immediately active and ordered by which request

reaches the current owner first. In the common case, this improves latency and reduces bandwidth

because a request does not incur extra hops to reach an ordering point. However, when conflicts
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FIGURE 4-4. ORDERING-POINT Consistency Example.  eliding the final acknowledge-
ment message can result in a violation of sequential consistency in a ring-based system
with multiple rings that allow message delays. Here, messages for block A traverse a sepa-
rate ring from block B. Because of a message delay, P9 is able to observe the new value of
B before the new value of A. 
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P6 P9
Store A = 1 Read B
Store B = 1 Read A
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(races) occur, a node may be required to issue an unbounded number of retries. GREEDY-ORDER is

derived from Barroso et al.’s Express Ring [17] protocol and the IBM Power4/5 protocols [82,

119, 131].

4.2.2.3  GREEDY-ORDER: Overview

Figure 4-5 illustrates GREEDY-ORDER with an example. A core’s request message is active

immediately and acknowledged by the owning node in a combined response that follows the

request (not illustrated). If multiple requests issue near-simultaneously, the first request that
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Glossary: getM = get modified, M = modified, O = owned, S = shared, I = invalid, IM = issued request for modify
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RETRY
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The example depicts two exclusive requestors in the GREEDY-ORDER protocol (some actions not labeled in fig-
ure):

(1) P9 and P3 issue get modified requests to a block owned by P6.
(2) P12 snoops P9’s request and invalidates its shared copy.
(3) P3 snoops P6’s request and acknowledges it in a combined response. P3 commits to send data to P6.
(4a) P9’s request passes P3 and P6 without being acknowledged.
(4b) P3 removes its request from ring. In the response following, P3 recognizes its request was acknowledged,
expects data.
(5) P3 receives data from P6, completes request.
(6) P9 removes its request from ring and issues a retry because it was not acknowledged in the combined
response.

FIGURE 4-5. Example of GREEDY-ORDER. 
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reaches the owner is acknowledged and wins the race. Otherwise, the request is not acknowledged

and the losing requestor issues a retry after inspecting the combined response. 

The example in Figure 4-5 shows a conflict situation with multiple exclusive requestors. If an

exclusive request reaches any node with a shared request outstanding, we adopt Barroso’s policy

[17] in which the shared requestor must abort the request and issue a retry, even though a data

response to the shared requestor may already be in flight. The shared request aborts because the

owner may respond to an exclusive request while data travels to a shared request resulting in a

coherence violation. Essentially this policy always prioritizes the writer when racing with a reader

even if the read request reaches the owner first. An alternate approach prevents this case of possi-

ble incoherence by transferring ownership on any read request so that racing writes would fail and

retry. However, we found this policy resulted in more pathological starvation because of the

increased likelihood of a shared request missing the in-flight owner. GREEDY-ORDER’s cache con-

troller is specified in Table A-3 of Appendix A, with shaded cells to indicate the state-transitions

resulting in a retry.

Replacement of owned or exclusive data requires no special action in GREEDY-ORDER. The

replacing cache controller simply sends the data to the memory controller. Requests racing with a

replacement operation will simply issue retries. Further discussion of how memory controllers

interact with the GREEDY-ORDER protocol is deferred to Section 4.3.1. 

4.2.2.4  GREEDY-ORDER: Discussion

A system that uses retries to handle contention avoids starvation only if future system condi-

tions eventually allow a core’s retry to succeed in all cases. Probabilistic systems are acceptable in

other domains of computing, such as Ethernet [102]. But feedback from industry indicates chip
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designers prefer stronger, non-probabilistic guarantees of liveness for a coherence protocol. Fur-

thermore, a system like Ethernet exploits the carrier sense property to prove its liveness [118]

whereas we are not aware of a general proof, for a greedily ordered protocol, that shows the sys-

tem will always avoid a pathological retry scenario. 

We considered other techniques to address retries in GREEDY-ORDER. Exponential backoff or

adding randomness to retries can increase the probability of success, but does not guarantee live-

ness. Attaching a priority (such as the age of the request) does not solve the problem because it

would require the core to either remember starving requests, or to wait until multiple requests are

received in order to prioritize the set of requestors. We also considered an approach that carefully

constructs a distributed linked chain of requests such that a node hands off the block to the next

requestor, like done in ORDERING-POINT. But correctly constructing this list without an ordering

point adds significant complexity and constraints, especially when considering the effects of bank

contention and interfacing with memory (discussed in Section 3). 

Another disadvantage of GREEDY-ORDER is that it relies on a snoop response from every

cache for every request. Implementing this efficiently on a ring (i.e., without an entire trailing

response message) can use a combined response with synchrony such that response bits trail a

request message by a fixed number of cycles. This fixed timing increases the complexity and con-

straints of the system. For example, the architected fixed timing must account for bank contention

and the various snoop times of different-sized caches. If a request cannot be snooped within the

architected fixed time, it must be negatively acknowledged (Nacked) and subsequently retried by

the requestor. Increasing the delay in the fixed timing decreases the probability of a Nack, how-
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ever this will negatively impact many non-delayed requests. Making the timing too aggressive

will result in extra Nacks and retries, increasing the probability of pathological starvation. 

We seek a better mechanism that bounds every node’s coherence operation for performance

stability, but does not use an ordering point. Furthermore, we seek a coherence protocol that does

not rely on a synchronous snoop response for message efficiency. We now present a new class of

ring protocols that orders completion of requests by the position on the ring. 

4.2.3  RING-ORDER

Ideally, a request in a ring protocol is active immediately, does not require retries to handle

contention, and incurs minimal latency and bandwidth. We develop a new class of protocols that

achieve these goals by completing requests in ring order. In RING-ORDER, a request is immedi-

ately active and seeks to find the current owner. The response from the owner can subsequently

then be removed from the ring by other requestors on the path, thereby ordering requests by ring

position.

4.2.3.5  RING-ORDER: Overview

RING-ORDER uses a token-counting approach, inspired by token coherence [93], that passes

tokens to ring nodes in order to ensure coherence safety. Recall from Section 2.2.6 that counting

tokens can directly enforce the coherence invariant by allowing either one writer or multiple read-

ers at any point in time. That is, a set of T tokens can be associated with each memory block in the

system. To write a block, a core must possess all the tokens and to read a block, a core must pos-

sess a single token. Coherence requests in RING-ORDER cause tokens to flow unidirectionally on

the ring. Requestors needing tokens collect the tokens until the request is satisfied. 
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An example of RING-ORDER is shown in Figure 4-6, and the cache controller is specified in

Table A-4 of Appendix A. The key insight is that token counting allows a requestor to remove

tokens off the ring to complete its request safely and potentially immediately. A token response

message is not strictly sent to a particular requestor and can instead be used by other requestors on

the way. Each response message includes a furthest-destination field to indicate the fur-

thest relative node on the ring that desires the tokens for a coherence request. A requestor also

tracks this field in its MSHR so that it may hold the tokens temporarily to complete its request,

but can determine if it needs to (eventually) put tokens back on the ring. 
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The example depicts two exclusive requestors in the RING-ORDER protocol (some actions not labeled in figure):

(1) P3 and P9 issue get modified requests to a block. P12 holds a single token, P6 holds the rest including the pri-
ority token. 
(2a) P12 receives P9’s request, initiates snoop.
(2b) P6 receives P3’s request, initiates snoop.
(3) P6 receives P9’s request while snooping, records furthest relative requestor in its snoop-tracking table.
(4a) P12 completes snoop and sends single token on ring. P3 does not remove the single token because it does not
hold the priority token.
(4b) P6 completes snoop and sends data and all tokens, including the priority token, on the ring. The response is
tagged with a furthest-destination field set to P3.
(5) P9 removes data and tokens from ring and is able to complete its request because it acquires all tokens.
(6) P9 honors the furthest-destination field and places data and tokens back on the ring.

FIGURE 4-6. Example of RING-ORDER. 
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To ensure starvation avoidance, a policy must be in place to prevent multiple exclusive

requestors from holding a subset of the tokens. We distinguish one of the tokens as the priority

token. Similar to the owner token used by token coherence, the priority token denotes which

responder sends data. More importantly, it allows requests to complete in ring order by prioritiz-

ing the requestors as it moves around the ring. The priority token breaks the symmetry by distin-

guishing which requestor should hold tokens. A requesting node must remove the incoming

priority token from the ring and hold onto it until its request completes. Other non-priority tokens,

in flight due to a writeback or exclusive request, must coalesce with the priority token. Thus a

requestor does not acquire non-priority tokens until it holds the priority token. If an exclusive

requestor is holding the priority token, it updates the furthest-destination field in its MSHR when

it receives other requests while waiting for tokens. The furthest destination field also includes a

single bit to indicate if any requestor seeks all the tokens.

4.2.3.6  RING-ORDER: Cache Replacement and Token Coalescing

RING-ORDER coalesces tokens on the ring before replacing them to memory. In doing so,

memory can use a 1-bit token count per memory block. RING-ORDER’s coalescement process

works as follows: a cache either replacing all tokens or non-priority tokens take no special action

and simply place them on the ring. If a cache observes an incoming message containing non-pri-

ority tokens less than the maximum, then a snoop is initiated to determine if the cache bank holds

the priority token. If the bank holds the priority token, it accepts the tokens by adding them to the

token count in the cache tag. Otherwise the message forwards to the next node on the ring until

the bank holding the priority token is located. The memory controller accepts only replacement

messages that contain all the tokens. 
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Replacing the priority token requires special action to prevent deadlock. Instead of immedi-

ately placing the priority token on the ring, the cache bank must instead place a PUT message on

the ring and enter the transient state COA. The PUT message locates another cache bank with

non-priority tokens. Upon locating this cache bank with non-priority tokens, the bank temporarily

pins the block by entering state P and sends a PUT-ACK to acknowledge the requestor of the

PUT. Once the PUT-ACK is received in state COA, the cache sends the priority token to complete

its replacement process. Finally while in state COA, if the cache snoops a request message, it also

completes the replacement process by responding to the request with the priority token, but it also

sends a PUT-CANCEL message to ensure no other cache bank remains pinned.

RING-ORDER also allows the clean replacement of data to reduce interconnect bandwidth.

Recall that the priority token normally carries the data in response to requests. A replacement

message carrying the priority token can omit the data if it is not dirty. However if a subsequent

requestor removes the replacement message containing a data-less priority token, then it must

send an explicit MEMORY-FETCH message to obtain the data from the memory controller. In

practice, this replacement-request race should rarely occur. 

4.2.3.7  RING-ORDER: Discussion

RING-ORDER minimizes data transfer, because all requesting nodes complete their requests as

data moves around the ring once. One suspected negative aspect of our protocol is that a writer

may need to collect tokens from multiple sharers, with a message for each. We could further opti-

mize this by using a combined response that collects tokens. We choose not to because our obser-

vations corroborate other studies showing most invalidations are for few caches (most commonly

only one cache) [51, 92]. We do implement a simple optimization that allows a requestor to
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remove and hold non-priority tokens before receiving the in-flight priority token, but only if there

are no other concurrent requests. To detect other concurrent requests, a bit is set in the MSHR on

observing another request message, and the controller examines the furthest destination of each

incoming response message to determine if the response was sent on behalf of another concurrent

request.

RING-ORDER applies to rings with relaxed timing, or even asynchronous circuit designs [136]

because it avoids a synchronous combined snoop response. The same property will also be bene-

ficial when applied to hierarchical systems (e.g., a ring-of-rings) because a system-wide snoop

response is unnecessary. 

4.2.3.8  RING-ORDER: Comparisons to Token Coherence

RING-ORDER was inspired by token coherence. Token coherence was originally developed for

glueless multiprocessor systems where tokens were passed to single-core nodes. While single-

core nodes typically contained several caches, it was assumed that coherence within a node was

handled by mechanisms other than the token coherence protocol because the hierarchy was pri-

vate. What actually comprises a node in RING-ORDER depends on the target system. In Figure 4-

1(a), each node consists of a core and its L1 caches. In Figure 4-1(b), the private L2 cache of each

core connects to the ring. In Figure 4-1(c), the dual-core clusters are considered ring nodes and

other mechanisms must be used to maintain coherence within a cluster. 

Unlike token coherence, RING-ORDER does not use retries or persistent requests [95] to ensure

forward progress. Instead, we exploit ring order to guarantee that initial requests always succeed

and we use the priority token to break the symmetry of multiple requestors holding tokens. In
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addition, RING-ORDER memory stores only a single bit per memory block to track whether it con-

tains all or none of the tokens. 

4.3  Implementation Issues

This section describes some implementation issues and details for deploying ORDERING-

POINT, GREEDY-ORDER, and RING-ORDER in actual CMPs. 

4.3.1  Interface to DRAM

Ring-based CMPs must interact with off-chip DRAM via on-chip memory controllers1. In

prior bus-based snooping systems, the memory controller would always respond to a coherence

request unless inhibited by a shared intervention line asserted by a cache bank. Such shared lines

do not exist in a ring interconnect thus requiring other strategies to access the data from DRAM

when the data is not available on the ring. 

One option collects a snoop response from every cache on every request to determine if a sep-

arate request should issue to memory. This scheme is used by the IBM Power4 and Power5 proto-

cols [82]. In these machines, the memory controller attaches to the ring and speculatively

prefetches a memory block when observing a request on the ring. On collecting the combined

snoop response, the requestor determines if it requires the data from memory, and then explicitly

sends a separate message on the ring to the memory controller to fetch the data (already

prefetched from DRAM by the memory controller). This scheme is possible on a CMP-based

ring, however it incurs costly bandwidth overhead and may hurt memory latency if the extra

1. Industry trends point towards memory controllers integrated on-chip. We use this assumption for the solutions in this disserta-

tion. 
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memory request message is not overlapped with the DRAM access. Moreover, this approach

wastes precious off-chip bandwidth on unused lines prefetched from DRAM and increases power

usage. Instead, our strategy for ORDERING-POINT, GREEDY-ORDER, and RING-ORDER associates

one bit with every block in memory to allow the memory controller to participate like a processor

node. 

For each block of data in memory, an extra bit is stored to determine if the memory controller

should source the data on a request. These owner bits [46] can either use a reserved portion of

DRAM to store all bits in a contiguous portion of the address space, employ ECC re-encoding

techniques [48], or use memory modules that implement the extra metabit. A set owner bit indi-

cates that memory should respond to a GETM or GETS request with data. A GETM request will

always clear the owner bit because the requestor now owns the block. To support clean cache-to-

cache transfers, a GETS request should also clear the owner bit such that the on-chip requestor

owns the block and responds to future on-chip GETS requests. 

For RING-ORDER, the owner bit represents whether or not memory contains all of the tokens,

or none of the tokens. Thus unlike token coherence as previously published, we reduce the token

count at memory down to a single-bit per block. We do so by adding an invariant that memory

only sources and sinks messages containing all of the tokens for a given block. To enforce this

invariant, RING-ORDER coalesces tokens during cache replacement as described in

Section 4.2.3.6.

The owner bits allow a memory controller to participate in the coherence protocol by respond-

ing to GETS and GETM requests with data. Accessing these bits also requires a costly off-chip

DRAM access. Furthermore, for a protocol that may use a synchronous snoop response, like
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GREEDY-ORDER, accessing the owner bit in off-chip DRAM cannot occur within a reasonable

architected snoop time. 

To reduce unnecessary DRAM accesses, we therefore cache the owner bits in a memory inter-

face cache (MIC) located at each on-chip memory controller. This will eliminate the off-chip

access, thereby saving pin bandwidth, on most requests that can obtain the data from an on-chip

source. However associating a single owner-bit with an entire tag leads to an inefficient structure.

We therefore use a coarse-grained structure to associate N bits with each tag. If the owner bits in

DRAM are arranged in a way amenable to fetching M at a time (such as using a reserved portion

of address space) and M == N, then every miss in the MIC fetches all M bits. If M != N, then each

tag in the MIC must also contain N/M sector bits indicating the validity of each M-bit sector. We

expect spatial locality will make this approach effective.

A miss to the MIC in ORDERING-POINT and RING-ORDER only results in an off-chip DRAM

access to fetch the owner-bit for the block in question. The controller could optionally fetch the

data block in parallel with the owner bit in case the bit is set. If a request in GREEDY-ORDER

misses in the MIC, then the memory controller must Nack the request if the protocol uses a syn-

chronous snoop response.

An alternative implementation of a memory interface cache summarizes all on-chip caches

with a duplicate tag structure. We did not evaluate this approach because our coarse-grained MIC

performs quite well (Section 4.4.2), and avoids the very wide aggregate associativity and signifi-

cant area overhead of duplicate tags. 
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4.3.2  Exclusive State

Alternative ordering strategies present challenges for implementing the exclusive cache state

(E-state). GREEDY-ORDER achieves the E-state with an added bit to the combined response that

indicates if any sharer exists (logically similar to a shared intervention signal). RING-ORDER has

the equivalent of an exclusive state because any response from memory logically contains all the

tokens, and clean data is omitted from token replacement messages. In ORDERING-POINT, how-

ever, an exclusive state is difficult because a requestor does not receive a combined snoop

response from every cache and because memory cannot determine if other sharers exist even if its

owner bit is set. One solution might associate an additional exclusive bit with each memory block

(and MIC). But the memory controller cannot determine when to reset the exclusive bit without

tracking a count of sharers. Hence our ORDERING-POINT protocol lacks an E-state. 

4.3.3  Ring Interface

In this section, we consider any protocol-dependent capabilities required of the ring protocols

at the ring interface. 

For all protocols, the ring interface must deliver coherence requests to the cache controller

while eagerly forwarding the message to the next node. For ORDERING-POINT and GREEDY-

ORDER, the ring interface must also remove response messages destined for the node as well as

request messages originating from the node. Response messages in RING-ORDER are treated

slightly differently because the ring interface must have knowledge of outstanding requests in

order to determine if a token-carrying message should be removed. Such functionality should

have minimal impact on the ring interface design and performance. 
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One key issue with protocol operation is the handling, and potential buffering, of coherence

request messages. Architects may design every cache bank such that the rate of request arrival

never exceeds the rate of service (i.e., no queue ever forms). That is, coherence requests can

always be snooped as fast as requests arrive on the ring. But if an arriving request can encounter a

cache bank too busy to snoop, then the request must either buffer in a (snoop) queue or take some

other action (such as sending the request around the ring again). 

Handling a full snoop queue depends on the protocol. GREEDY-ORDER must Nack and retry a

request that cannot buffer and meet a synchronous snoop requirement. On the other hand, RING-

ORDER and ORDERING-POINT can use deep buffers because of no reliance on a synchronous snoop

response. 

RING-ORDER can easily handle a full snoop queue by simply sending the request message

around the ring again until buffer space becomes available. Although somewhat similar to Nack-

ing and retrying the request, starvation is always avoided because requests only need to cause

tokens to eventually move on the ring and RING-ORDER orders requests by ring position. A full
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buffer with ORDERING-POINT, however, is especially problematic because of the reliance on a

linked chain of requests. We not aware of an obvious solution for a request that encounters a full

snoop queue with ORDERING-POINT.

RING-ORDER may also require a content-addressable snoop queue to check for the existence

of a queued request for the same block address as the current incoming request. The protocol

makes a key assumption that a request message cannot bypass the priority token on the ring, and

eager request forwarding in the presence of buffered requests could violate this assumption with-

out additional logic. For example, consider a scenario illustrated in Figure 4-7 where P9 holds the

priority token and then queues two requests, a first request by P12 and then another request by P3.

Recall that both requests eagerly forward on the ring to the next node. When the cache bank pro-

cesses P12’s request, it sends the priority token on the ring with the furthest-destination set to P12.

However P3’s request was eagerly forwarded while buffered behind P12’s request. For correct

operation, the furthest-destination field should have been set to P3. Thus if requests ever queue,

correct operation requires that requests for the same block address combine to reflect the furthest

destination of both requests. To combine the requests, the snoop queue may require content-

addressable access to search for other queued requests. Such a CAM snoop queue may increase

overhead and power, but optimizations can greatly reduce the frequency of a CAM access. For

example, a simple Bloom filter [24] (or even a single bit denoting if any request is queued) can

quickly determine if the snoop queue must be searched for a given request. 

4.3.4  Bidirectional Rings

CMP designers may choose to implement bidirectional rings by combining multiple unidirec-

tional rings in opposing directions. An obvious benefit of this approach is a reduction in the aver-
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age number of hops, from N/2 to N/4, required to transfer a message between nodes. This

approach is used by the IBM Cell [71] to reduce the latency of data transfer. 

ORDERING-POINT, GREEDY-ORDER, and RING-ORDER as described thus far assume unidirec-

tional rings. Nonetheless, all three protocols can send data responses on any path as long as con-

trol messages travel unidirectionally. Sending data on the shortest path can reduce ring bandwidth

and power consumption. It can also improve performance by allowing the core to continue specu-

lative execution using the values obtained in the data response received early [59]. ORDERING-

POINT and GREEDY-ORDER require no protocol changes to utilize a bidirectional ring for data

transfer, because a data message is always sent to a specific destination. 

RING-ORDER requires some protocol additions to allow for data responses to traverse a differ-

ent path. Recall that the original RING-ORDER protocol requires data to travel with the priority

token. We still require all tokens to traverse unidirectionally on the ring, but we can extend RING-

ORDER to send data on a different path while the tokens traverse unidirectionally. We do so by

replacing the data field that accompanies the priority token with a pointer to where data is sent via

a different message. In the common case, the requestor signals completion of the request when it

both receives that data message and all the tokens. In the event of a race where a different

requestor removes the priority token carrying a pointer to data sent elsewhere, it must send a new

message to fetch the data from the node denoted in the pointer. 

Although coherence races are an important design point in any protocol, they are rare in prac-

tice. Thus we expect this approach for utilizing a bidirectional ring in a RING-ORDER protocol to

maintain performance expectations. Moreover, additional steps can be taken to ensure perfor-
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mance robustness. For example, data that is prone to races, such as synchronization words, can

still be sent on the unidirectional ring.

4.4  Evaluation

We evaluate the performance of our three presented ring protocols: ORDERING-POINT (Section

4.2.1), GREEDY-ORDER (Section 4.2.2), and RING-ORDER (Section 4.2.3). In addition, we also

show runtime results for ORDERING-POINT-NOACK which does not use a final acknowledgement

message (discussed in Section 4.2.1.2). 

4.4.1  Target System and Parameters

The target 8-core system for evaluation is shown in Figure 4-8. Each processing core has pri-

vate 64 KB L1 I&D caches and a private 1 MB L2 cache. We initially model 2-way superscalar,

single-threaded SPARC cores. The two shared L3 caches are 8 MB each for a total on-chip L2/L3
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capacity of 24 MB. Each of the two shared L3 caches are backed by an on-chip memory control-

ler. Table 4-1 summarizes the memory system parameters used for the target CMP.

The technology assumptions model a link delay of 300 picoseconds per millimeter, and each

of the rink links in the target CMP measure 5mm. We clock the ring at half the core frequency,

consistent with the IBM Cell [71]. Thus the modeled delay per rink link is six processor core

cycles (assuming 4 GHz cores) plus two cycles for the switch, making the total round-trip latency

80 processor core cycles.

We assume each node on the ring can immediately snoop a coherence request without buffer-

ing. Therefore, GREEDY-ORDER never Nacks a request due to busy cache banks. This assumption

differs from the version of this work published in MICRO-39 [96] where we implemented a pessi-

mistic L2 snoop latency of 8 cycles, 16 sub-banks, and finite buffering. Such finite buffering

slightly impacted the performance of GREEDY-ORDER, but for the evaluation in this dissertation,

we assume designers would engineer more aggressive snooping capabilities. 

All protocols implement a memory interface cache (MIC) at each memory controller. They

are both 128 KB and each tag entry holds 256 owner bits (summarizing 16 KB of memory for

each bit). For RING-ORDER, the logical number of tokens for each block is 16 to allow all caches

TABLE 4-1. Baseline Memory System Parameters for Ring-based CMPs
Private L1 Caches Split I&D, 64 KB 4-way set associative, 64-byte line
Private L2 Caches Unified 1 MB 4-way set associative, 15-cycle data access, 64-byte line
Shared L3 Caches Two 8 MB shared banks, 16-way set associative, 25-cycle data access, 64-byte line
Ring Interconnect 80-byte unidirectional links, 6-cycle delay per link, 2-cycle switch delay
Memory 4 GB of DRAM, 275-cycle access
Memory Interface Cache Two 128 KB, 16-way set associative, 256 bits per tag
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to hold a shared copy of data. Thus response messages and cache tags encode the token count with

4 bits, plus an additional bit to denote the priority token. 

4.4.2  Performance

Figure 4-9 shows the normalized runtime for all four protocols in the baseline CMP with in-

order cores. Table A-1 in Appendix A shows the raw cycle and instruction counts. Runtime is nor-

malized to ORDERING-POINT. To first order, we observe that GREEDY-ORDER and RING-ORDER

outperform the ORDERING-POINT and ORDERING-POINT-NOACK protocols. RING-ORDER is 7-

86% faster than ORDERING-POINT and 5-47% faster than ORDERING-POINT-NOACK. The omis-

sion of ORDERING-POINT’s final acknowledgement message clearly reduces the runtime of this

protocol, however there is still significant overhead from activating messages at the ordering

point. RING-ORDER also manages to outperform GREEDY-ORDER by 10% for Apache. Although
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we expected RING-ORDER to offer similar average runtime as GREEDY-ORDER, RING-ORDER’s

superior handling of highly contended OS blocks for Apache makes a difference. The perfor-

mance stability advantages of RING-ORDER compared to GREEDY-ORDER will be examined in

Section 4.4.3.

To gain further insight into the performance differences, Table 4-2 shows L2 misses-per-1000

instructions, the percentage of sharing misses, and the average latency of sharing misses. The pro-

tocols exhibit similar L2 misses-per-1000-instructions for most workloads, but differences arise

due to protocol-specific feedback on the workload’s execution (like synchronization effects). Per-

formance differences are mostly due to sharing behavior. For example, 48.6% of Apache’s L2

misses are sharing and the protocols behave differently for these misses. 

Apache sharing read misses average 149 cycles with ORDERING-POINT-NOACK, 80.6 cycles

with GREEDY-ORDER, and 80.2 cycles with RING-ORDER. Likewise the OLTP and Zeus work-

loads exhibit significant sharing misses and see similar latencies. These average sharing miss

latencies match the expected behavior of the protocols. ORDERING-POINT protocols must traverse

half the ring, on average, to activate a request. In the common case, requests in GREEDY-ORDER

TABLE 4-2. Breakdown of L2 Misses

L2 misses / 1000 instructions % sharing 

(load, 

store/atomic)

average cycles of L2 sharing misses 

(load, store/atomic)
ORDERING-

POINT-

NOACK

GREEDY-

ORDER

RING-

ORDER

ORDERING-

POINT -

NOACK

GREEDY-

ORDER

RING-

ORDER

Apache 28.7 26.4 26.0 33.1, 15.5 149, 149 80.6, 102.8 80.2, 78.2
OLTP 13.1 12.5 12.6 47.6, 24.2 153.5, 153.7 80.5, 99.3 80.0, 78.7
SpecJBB 3.9 3.0 3.0 21.6, 2.5 155.2, 153.6 81.5, 84.9 81.1, 79.8
Zeus 19.8 18.7 18.0 29.4, 15.1 156.3, 156.2 81.6, 104.9 80.3, 78.5
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take just as long as RING-ORDER. However significant retries for some requests increase GREEDY-

ORDER’s average latencies compared to RING-ORDER, especially for store and atomic operations. 

Figure 4-10 shows the normalized ring traffic for all protocols with the base CMP and in-

order cores. RING-ORDER uses the least amount of ring traffic. It utilizes 14-41% less ring

resources than ORDERING-POINT, 0-30% less than ORDERING-POINT-NOACK, and up to 11% less

than GREEDY-ORDER. Nonetheless, with only eight non-multithreaded cores, large private L2

caches, and 80-byte ring links, we did not see a link utilization higher than 4% for any simulation

run of the baseline CMP. 

Table 4-3 shows the average number and rate of total snoops required of the protocols. To first

order, none of the protocols require significant snooping bandwidth with in-order cores and pri-

vate L2 caches. GREEDY-ORDER requires the most snoops for OLTP, SpecJBB, and Zeus due to

retries caused by races and MIC misses. Snoops for RING-ORDER are broken down into those used
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for normal protocol operation, and those used for token coalescing. As shown, the token coalesce-

ment algorithm accounts for 5-9% of the total snoops. Given the low overall rate of snooping, the

overall impact on power should be minimal. 

Table 4-4 shows the MIC hit rate for RING-ORDER. As shown the two 128 KB MIC caches

performs quite well for these workloads with hit rates ranging from 89% to 97%. Hit rates for

other protocols were similar. 

4.4.3  Performance Stability

We now consider performance stability by examining the worst-case behavior observed in

simulation. In particular, we seek to determine if pathological starvation can occur during simula-

tions of GREEDY-ORDER, thereby strengthening the rationale for choosing RING-ORDER which

provides freedom of starvation by design. 

TABLE 4-3. Total processor snoops per cycle

ORDERING-POINT
-NOACK

GREEDY-
ORDER

RING-ORDER
RING-ORDER
no coalesce

Apache 0.29 0.37 0.36 0.34
OLTP 0.24 0.31 0.34 0.31
SpecJBB 0.15 0.18 0.15 0.14
Zeus 0.22 0.30 0.28 0.26

TABLE 4-4. MIC hit rate for RING-ORDER

Apache 0.91
OLTP 0.97
JBB 0.89
Zeus 0.91
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Since the commercial workloads evaluated in this dissertation are all well-tuned multi-

threaded programs, we broaden the scope of workloads in this section by evaluating three addi-

tional benchmarks from the SpecOMP suite: OMPmgrid, OMPart, and OMPfma3d. In all three

benchmarks, a barrier is used for fine-grained synchronization. 

We found that starvation situations did occasionally arise in our simulations with the GREEDY-

ORDER protocol. Figure 4-11 shows an excerpt from a trace of GREEDY-ORDER running the OMP-

mgrid workload. Core P6 continually issued a retry for the block because, due to the timing condi-

tions encountered, its request continually missed the owner in flight to a different requestor. We

could further engineer GREEDY-ORDER to complete all our simulations by reducing the chances of

FIGURE 4-11. Excerpt of a GREEDY-ORDER trace running OMPmgrid for a single 
cache block. . Processor 6’s request is pathologically starved for over 75,000 cycles.
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starvation through techniques previously discussed. However, we would not be convinced that

our efforts would result in starvation-free execution for months and years on a real system, given

that our simulation target runs for only a few seconds. 

We now examine the performance stability of our protocols by considering the maximum

latencies and retries encountered for all misses (not just sharing misses). Table 4-5 shows the

average and maximum latency of any L1 miss. RING-ORDER has the lowest maximum observed

request latency of 345 cycles. Some requests in GREEDY-ORDER take thousands of cycles and

even exceed the per-request watchdog timer of 80,000 cycles we use in the simulator. Table 4-6

shows the average number of retries used for each coherence request and the maximum observed.

TABLE 4-5.  Observed L1 Miss Latencies in Cycles (MAX, AVG)

Apache OLTP SpecJBB Zeus OMPmgrid OMPart OMPfma3d

ORDERING-POINT

-NOACK

708, 

93.7

711, 

54.2
757, 68.5

891, 

78.9
862, 165 820, 106 792, 217

GREEDY-ORDER
657, 

71.9

822, 

42.2
730, 63.9

744, 

75.8

80000+, 

193
872, 87.0 80000+, 193

RING-ORDER
330, 

68.3

309, 

39.9
283, 63.0

285, 

74.2
286, 163 345, 84.0 288, 192

TABLE 4-6. Maximum Observed # Retries for GREEDY-ORDER

Apache OLTP SpecJBB Zeus OMPmgrid OMPart OMPfma3d

MAX 8 10 9 9 1400+ 12 1400+

TABLE 4-7. Distribution of Retries for GREEDY-ORDER

# retries Apache OLTP SpecJBB Zeus OMPmgrid OMPart OMPfma3d

0 2752820 2534700 2518582 2741394 2029744 26134011 2851926
1-3 262752 109225 363724 325327 62756 1510776 236241
4-6 27 52 33 129 54 55495 75
7-9 2 1 5 18 9 29 11
10+ 0 1 0 0 9 1 10
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Table 4-7 also shows a coarse distribution of these retries. The maximum observed number of

retries issued for any individual request is quite high and correlates well with Table 4-5. Generally

SpecOMP workloads, with their use of a barrier for fine-grained loop synchronization, encounter

the most severe situations requiring numerous retries due to coherence races.

4.4.4  Sensitivity Study

This section performs some sensitivity analysis to parameters including core type, number of

cores, cache size, and ring latency. Figure 4-12 shows the normalized runtime when the baseline

TABLE 4-8. Out-of-Order Core Parameters
Reorder buffer/scheduler 128/64 entries
Pipeline width 3-wide fetch & issue
Pipeline stages 15
Direct branch predictor 1 KB YAGS
Indirect branch predictor 64 entry (cascaded)
Return address stack 64 entry
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CMP uses Out-of-Order SPARC cores parameterized in Table 4-8. RING-ORDER performs 10-

33% faster than ORDERING-POINT and 7-24% faster than ORDERING-POINT-NOACK. Compared

with in-order cores, RING-ORDER’s performance gain relative to ORDERING-POINT is diminished

with out-of-order cores because some of ORDERING-POINT’s overhead in sharing miss latency is

tolerated.

Figure 4-13 shows the normalized runtime where the baseline CMP is modified with smaller

128 KB L2 caches. The reduction in per-core cache size increases the activity on the ring due to

additional misses. However this has little affect on runtime improvements over the baseline CMP

with in-order cores. RING-ORDER still offers 12-71% better performance than ORDERING-POINT.

0.0

0.5

1.0

no
rm

al
iz

ed
 r

un
tim

e

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

Apache

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

OLTP

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

SpecJBB

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

Zeus

FIGURE 4-13. Normalized runtime, in-order cores, 128KB L2 caches. 
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Figures 4-14 and 4-15 change the baseline CMP to four-cores (with one memory controller)

and sixteen cores (with two memory controllers) respectively. Thus the total round-trip latency of
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FIGURE 4-14. Normalized runtime, Four in-order cores. 
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the ring is 40 cycles for the 4-core CMP and 144 cycles for the 16-core CMP. In the 4-core CMP,

RING-ORDER outperforms the baseline ORDERING-POINT protocol by 3-25%. In the 16-core CMP,

RING-ORDER is 11-99% faster. Longer round-trip ring latencies make the overhead of ORDERING-

POINT’s activation of request messages even more severe. 

Finally, Figure 4-16 shows the normalized runtime of the baseline CMP where the traversal of

a message between adjacent points on the ring takes 5 cycles instead of 8 cycles. This reduces the

round-trip ring latency of the 8-core CMP to 50 cycles instead of 80. As shown, RING-ORDER out-

performs ORDERING-POINT by 6-63%. Unfortunately the GEMS interconnect model is not flexi-

ble enough to reduce the ring link latency below five cycles. We also do not vary the width of the

ring because GEMS assumes critical-word delivery of messages and our baseline system with pri-

vate caches makes utilization low. That is, a narrower ring would not increase the latency of data

0.0

0.5

1.0

no
rm

al
iz

ed
 r

un
tim

e

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

Apache

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

OLTP
O

rd
er

in
g-

P
oi

nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

SpecJBB

O
rd

er
in

g-
P

oi
nt

O
rd

er
in

g-
P

oi
nt

-N
oA

ck

G
re

ed
y-

O
rd

er

R
in

g-
O

rd
er

Zeus

FIGURE 4-16. Normalized runtime, 8 in-order cores, 5-cycle link latency. 



83
messages and our observed utilizations for 80-byte links (2-4%) would not result in significant

queuing delay with 40-byte or narrower links. 

4.4.5  Summary of Evaluation

The following list summarizes some of the key findings from our evaluation of ORDERING-

POINT, GREEDY-ORDER, and RING-ORDER:

• RING-ORDER performs the fastest of all the evaluated protocols. In the baseline CMP with

eight in-order cores, it performed up to 47% faster than even the optimized ORDERING-POINT-

NOACK. However RING-ORDER either performs the same as GREEDY-ORDER or only offers

modest improvement.

• RING-ORDER offered stable performance by avoiding liveness issues that stem from protocols

using Nacks or retries. On the other hand, we demonstrated clear situations where pathologi-

cal retry scenarios occurred in our simulations of GREEDY-ORDER. 

• Sensitivity studies show that out-of-order cores diminish the performance advantage of RING-

ORDER. However, increasing ring latency widens the performance gap between the stable

ORDERING-POINT and RING-ORDER protocols. 

4.5  Future Work

This section discusses some areas of future work for the ring-based coherence techniques dis-

cussed in this chapter. 
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4.5.1  Reliability

Reliability is projected to become a serious architectural design issue as devices continue to

scale. One avenue of future work extends RING-ORDER to handle lost or corrupt messages at the

ring level. Coherence protocols typically assume that the underlying interconnect reliably delivers

messages. With both permanent and transient faults increasing with technology scaling [25], reli-

ability becomes a greater concern. Packet-switched interconnects may implement reliable mes-

sage delivery by a utilizing a combination of strong error-detection (such as a CRC code) and

link-level retransmission [39]. A physical ring, on the other hand, may implement very simple

routers with no link-level handshaking to detect and correct from errors through retransmission.

Prior SCI implementations of ring systems [53] handled transient message errors by checking

every transmission at the sender of the message. This scheme requires all messages to traverse the

entire ring. In our three protocols, all request messages indeed traverse the ring and can be

checked by the sender. Moreover, response messages in ORDERING-POINT and GREEDY-ORDER

have a specific destination. Thus in these protocols, the ring can deliver response messages to

their intended destination but also return the message to the sender to check the message’s integ-

rity (and resend if necessary). However, in RING-ORDER, checking the token-carrying response

messages at the sender may be problematic and warrants further investigation. Response mes-

sages do not have a specific destination and can be used by any node until the furthest destination

is reached. In essence, each hop of a message is sent from a node to the next adjacent node. As

such, source-based message checking would not only result in traffic and latency overhead, but

correctness could be compromised if extra tokens were unintentionally injected into the system.

Fortunately token counting has been shown to offer favorable properties in implementing a sys-

tem that is resilient to lost of corrupted messages at the protocol level instead of the link-level
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[101, 43]. Adapting RING-ORDER to handle lost coherence messages could help create a system

more tolerant of certain errors. 

4.5.2  Embedding Ring Protocols in Hierarchy

The protocols discussed and developed in this chapter assume no hierarchy. However deploy-

ing a ring-based CMP may require interacting with an existing system-level interconnect to create

larger, hierarchical systems such as a Multiple-CMP. Multiple-CMP coherence is addressed in

Chapter 5, however it does not use ring-based protocols. 

Embedding a ring-based protocol into a hierarchy would require an interface between the ring

coherence protocol, and the system-level coherence protocol. Like prior hierarchical systems such

as the Sun Wildfire [54], the interface would interact on the ring protocol like another processing

element. Nonetheless, we identify several unique challenges in adapting ring protocols to operate

in a higher-level, non-ring protocol. 

The system-level protocol may either require a snoop response or an invalidate acknowledge-

ment on behalf of the entire CMP. GREEDY-ORDER can generate such a response under the

assumption that the system-level interconnect does not have a synchronous response requirement.

If, however, the system-level interconnect does require a snoop response within a fixed time, then

unbounded retries in GREEDY-ORDER violate this requirement. Fortunately, ORDERING-POINT and

RING-ORDER have upper-bounds on the time of a request. Acknowledging a system-level invali-

date message also presents difficulties for RING-ORDER and ORDERING-POINT. In particular,

RING-ORDER currently offers no snoop response if the CMP contains no tokens. One possible

extension to this protocol would indeed collect snoop responses such that the interface can deter-
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mine if the CMP contains zero tokens. Finally, the interface between the protocols must determine

when a system-level request is required.

4.5.3  Hierarchical Ring Protocols

Designing a hierarchy of rings is an attractive option towards increasing scalability to larger

numbers of cores. A Multiple-CMP system, for example, can connect CMPs in a ring topology

where each CMP itself also implements a ring. Another option being considered by Intel is build-

ing a hierarchy of rings within a single, many-core CMP [64]. 

Extending ring protocols to a hierarchy of rings is not straightforward. For example, GREEDY-

ORDER must collect a combined snoop response from the entire system when requesting a block

for exclusive access. Furthermore, a hierarchy may increase performance stability problems

because pathological requests within one ring level may starve out requests from a different ring

level. ORDERING-POINT can potentially extend to a hierarchy of rings by using a separate ordering

point at each ring level. Doing so will only increase the overheads of accessing the various order-

ing points. 

RING-ORDER may offer an attractive approach to implementing non-directory coherence in a

hierarchy of rings. Token counting guarantees correctness and the global state of the system can

be inferred from the token count (i.e., all tokens existing within a ring level ensures no sharer

exists in a different level). One intriguing possibility in extending RING-ORDER treats the hierar-

chical of rings as a single, logical ring. Then, small filters placed at the interfaces between ring

levels can create shortcuts to increase performance in the common case by exploiting the hierar-

chy. For example, request messages can fan out when advantageous, and response messages can

bypass inner rings where there is not request outstanding. 
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4.6  Related Work

Barroso et al. [17, 18] developed a snooping protocol for SMP systems using a slotted ring,

which served as the basis of our greedily ordered protocol. They compared their snooping imple-

mentation against a directory-based ring protocol and a split-transaction bus, finding the snoop-

ing-on-rings approach preferable. We build upon the work of Barroso et al. by extending and

applying the protocol to a CMP, classifying snooping ring protocols based on ordering, comparing

it to a ring protocol that uses an ordering point, and comparing it to our newly developed RING-

ORDER protocol. 

IBM’s Power4 [131] and Power5 [119] both use a protocol similar to GREEDY-ORDER [82].

One difference between GREEDY-ORDER and the IBM protocols is that memory in the IBM sys-

tems do not contain owner bits and do not participate in the combined response. Instead, the

requestor resends the combined snoop response on the ring. If no other cache acknowledged the

request in the combined response, the memory controller sends the data (which it prefetched when

observing the initial request). If the combined response indicates a coherence conflict, the node

instead issues a retry. To explicitly detect a conflict, whenever a node acknowledges a request and

sends data, it remembers the address in a table until cleared by the combined response that the

winning requestor resends. In contrast, our GREEDY-ORDER protocol uses owner bits and a mem-

ory interface cache to reduce memory latency and bandwidth in a CMP. In doing so, memory par-

ticipates in the combined response such that resending it, and explicitly detecting coherence

conflict with an extra table, is unnecessary.

Strauss et al. [124] present flexible snooping for optimizing performance and power in a sys-

tem using an embedded ring among bus-based CMPs. The protocol is similar to the IBM Power5
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and GREEDY-ORDER except that they selectively and predictively change when request messages

are forwarded to the next CMP. All of our protocols immediately forward a request message on

the ring before performing the snoop (eager forwarding) for maximum performance because

snoops parallelize. In contrast, Strauss et al. selectively and predictively do the opposite by first

performing a snoop and then forwarding the request to the next node on the ring (lazy forward-

ing), thereby potentially saving power. One consequence of this approach in a greedy ordered pro-

tocol is that a separate response message trails the request message whenever eagerly forwarded.

The GREEDY-ORDER protocol we model instead uses bandwidth-efficient response bits that fol-

low the request by a fixed number of cycles. Our work focuses on the ordering of requests on a

ring, eliminating the retries used by Strauss et al., and targets a CMP system. Nonetheless, their

forwarding strategy applies especially well to RING-ORDER because our protocol does not need an

expensive combined response message for every eagerly forwarded request. 

The IBM Cell processor [61] uses a ring-based interconnect for transferring data between the

main core and the eight “synergistic processing elements” (SPEs). A tree-based centralized arbiter

determines when the SPEs access the ring to transfer data. We do not assume centralized arbitra-

tion for accessing the ring, although if one were present, it could be used for coherence ordering.

Since each individual SPE has its own private memory with separate addressing, the Cell inter-

connect is optimized for DMA-like operations rather than cache coherence at the line level. 

The Scalable Coherence Interface (SCI) [53] is based on a register-insertion ring and used a

distributed directory-based protocol. Several systems were built with the SCI including the

Sequent STiNG system [89]. The SCI protocol does not exploit the ordering properties of a ring

and requires many messages to manipulate the doubly linked list of sharers. For example, obtain-
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ing a shared copy of data and updating the list of sharers requires four ring traversals. In contrast,

for all of our protocols, getting a shared copy requires only a single request message and a single

response message.

The Kendall Square Research KSR-1 [27, 47] used a hierarchy of slotted unidirectional rings

for cache coherence. In the KSR, a request is always lazily forwarded—a message visits a node,

performs the snoop operation, and only then is forwarded to the next node. Our protocols parallel-

ize the snoops by eagerly forwarding requests immediately to the next node before performing the

snoop. We fail to find the specific strategy the KSR used for handling coherence races. We sus-

pect that by not performing snoops in parallel, it is able to construct a linked chain of requests

because the searches are slow and can carry information about previous snoops. 

Chung et al. [35] also proposed a snooping protocol for SMP systems based on register-inser-

tion rings. It too is greedily ordered and uses retries to handle conflict. Oi et al. [107] developed a

cache coherence protocol that operates on bidirectional rings for SMPs. Because bidirectional

rings have even less order than unidirectional rings, they use both retries and an ordering point.

The Hector SMP system used a hierarchy of rings and a write-update protocol with filters [41].

We only considered write-invalidate protocols in this work.

4.7  Conclusion

Rings offer an interconnect with short point-to-point links, distributed control, and ordering

properties exploitable by a coherence protocol. However, a ring does not provide the same order-

ing as a logical bus. In this chapter, we developed and classified snooping ring protocols based on

how coherence requests are ordered. The ORDERING-POINT protocol establishes an ordering point

to recreate the total order provided by a bus, but it is inefficient with latency and bandwidth. The
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GREEDY-ORDER protocol offers lower latency, but an unbounded number of retries are used to

resolve conflicts. Our new type of ring protocol, RING-ORDER, offers the best of ORDERING-POINT

(good performance stability) and GREEDY-ORDER (good average performance). Furthermore,

RING-ORDER does not require a synchronous snoop response, potentially easing design complex-

ity and verification, and potentially improving performance with its relaxed timing. 
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Chapter 5

Coherence for Multiple-CMP Systems

Creating larger, more-capable systems from commodity hardware has shown to be cost effec-

tive [143] and commercially successful. The majority of prior machines integrated many single-

core processors to create cache-coherent multiprocessors.

Unlike prior multiprocessors built using single-core processors, Multiple-CMP systems (or

M-CMPs) use a CMP as the basic building block. In the short term, vendors will continue to build

modest-sized M-CMPs that continue to support a single, logically shared memory. However the

techniques for doing so present different tradeoffs. This chapter explores coherence for M-CMP

systems by proposing and comparing two alternative techniques. The first technique, Directory-

CMP, uses a hierarchy of directory protocols to enable a highly scalable system. The second tech-

nique, TokenCMP, applies token coherence [93] to reduce complexity and improve performance

while still enabling modest M-CMP scaling. 

5.1  Multiple-CMP Cache Coherence

A Multiple-CMP system combines many CMP chips together to form a larger, shared memory

system. These systems will require mechanisms to keep caches coherent both within CMPs and

between CMPs. Figure 5-1 illustrates the issues in M-CMP coherence. One naive option for

implementing cache-coherence in an M-CMP system treats the system as completely flat by mak-

ing no distinction between an off-chip cache and an on-chip cache. This approach, however, will
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lead to bandwidth and performance inefficiencies by not optimizing for on-chip communication.

Therefore M-CMP systems will likely employ hierarchical coherence protocols. 

Hierarchical coherence for M-CMPs will therefore use an intra-CMP coherence protocol for

on-chip coherence and a separate inter-CMP protocol for coherence between CMPs. These two

protocols bridge together to maintain global cache coherence. Hierarchical coherence presents at

least two challenges. First, even non-hierarchical coherence protocols are difficult to implement

correctly. Coupling two protocols into a hierarchy creates additional transient states and protocol

corner cases, significantly increasing verification complexity [19, 21, 95]. Races occur both

among messages within each CMP (e.g., requests to readable/writable blocks, writebacks, invali-

dations, acknowledgements) and between CMPs (e.g., forwarded requests, data messages, and

acknowledgements). Second, in most prior implementations of hierarchical coherence, existing

bus-based multiprocessor systems integrated into a second-level directory protocol. A snoopy bus

eases the problem of interfacing to a second-level protocol because of its atomic nature. But the

assumption that the first-level node is based on an atomic bus will not hold for future systems. For
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example, both the Piranha [20] and Sun Niagara [76] CMPs implement on-chip cache coherence

with a directory-like protocol operating on a crossbar interconnect. Future systems will require

even more scalable interconnects such as a packet-switched grid. 

In this chapter, we explore hierarchical coherence techniques for M-CMPs. In Section 5.2, we

develop a protocol that uses directory protocols for both intra-CMP and inter-CMP coherence. In

Section 5.3, we extend token coherence to an M-CMP system by developing TokenCMP.

TokenCMP provides coherence in a manner that is flat for correctness, but direct and hierarchical

for performance. DirectoryCMP and TokenCMP are evaluated with full-system simulation in

Section 5.4. Related work is presented in Section  5.5, a discussion of future work in Section 5.6.,

and we conclude in Section 5.7.

5.2  DirectoryCMP: A 2-level directory protocol for M-CMPs

We develop a hierarchical protocol that uses directories at both levels called DirectoryCMP.

By employing directories, we maximize scalability opportunities by supporting large numbers of

cores per chip and large numbers of chips. However as we will see, a primary cost is both imple-

mentation complexity and, like any directory protocol, indirection overhead. DirectoryCMP does

not assume any ordering of the interconnection networks either within a CMP or between CMPs.

This enables completely unordered networks, banked caches and controllers, and other intercon-

nect optimizations such as different classes of wires1 [31].

1. The work presented in [31] actually uses the DirectoryCMP implementation as a vehicle for evaluating their interconnect opti-

mizations. 
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5.2.1  DirectoryCMP: Overview

DirectoryCMP implements a two-level directory protocol with an intra-CMP directory for on-

chip coherence and an inter-CMP directory for coherence between CMPs. Figure 5-2 illustrates

the target CMP design assumed for the design of DirectoryCMP. The CMP consists of four pro-

cessor cores with their private, write-back L1 caches. The shared L2 cache is interleaved into four

banks. Each interleaved L2 bank implements an intra-CMP directory controller to handle coher-

ence actions. Each CMP implements an inter-CMP directory at the on-chip memory controller.

The on-chip interconnect is used to communicate data and control messages between the L1 con-

trollers and the L2 intra-CMP directory controllers. Our two-level implementation can generally

apply to other organizations, such as a CMP with private L1 and L2 caches (with write-through

L1 caches) that connect to shared L3 banks. 

The MOESI intra-CMP directory controller maintains coherence with messages among the

on-chip caches and it interfaces with the inter-CMP directory protocol. In the target system, the

shared L2 cache banks implement the directory by maintaining strict inclusion with L1 sharers

and storing a bit-vector of sharers in each L2 tag as well as a pointer to an L1 owner. An alterna-
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tive directory organization may duplicate the tags of all on-chip caches, like the Sun Niagara [76]

or Compaq Piranha [20], or implement a separate directory structure that uses an inclusive cache

of directory entries. Our specification of DirectoryCMP is general enough to handle most of these

first-level directory organizations with only minor changes to the states and actions. 

DirectoryCMP implements inter-CMP coherence with directories at each of the memory con-

trollers. These directories track which CMP nodes cache a block, but not which caches within the

CMP hold the block. The inter-CMP directory maintains coherence with messages between itself

and the appropriate intra-CMP directory at each CMP. 

The intra- and inter-CMP directories and protocols cooperate to maintain global M-CMP

coherence. An L1 miss sends a coherence request to the appropriate L2 bank. Depending on the

state of the block (if cached) along with the state of any pending requests, the L2 bank may

directly respond to the request, may forward the request to local L1 caches, may issue a second-

level request to the inter-CMP directory (located at the home memory controller for the block), or

may stall on the request. As responses return through the hierarchical network, they update the

appropriate cache and directory state. 

The following sub-sections further expand on DirectoryCMP. 

5.2.2  DirectoryCMP: MOESI Intra-CMP Protocol

We now elaborate on the specifics of the intra-CMP Protocol implemented at the L2 control-

lers. DirectoryCMP implements all MOESI states at both protocol levels. All L1 coherence

requests issue to the L2 controller where the state is queried by accessing the matching L2 tag and

auxiliary directory structure (if used). The stable states at the L2 controller are shown in Table 5-
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1. The stable states reflect both the permission of the block in the L2 cache as well as the status of

on-chip L1 sharers. An important set of states at the intra-CMP directory, {ILX, ILOX, ILOSX},

track if the CMP has exclusive ownership of the block even if no single core on the CMP is exclu-

sive. Thus when all sharers exist at the first level, these states allow a core to obtain exclusive per-

mission to the block without issuing a request to the global inter-CMP directory. These states are

also especially important when extending DirectoryCMP to support virtual hierarchies in Chapter

6.

DirectoryCMP’s intra-CMP protocol uses a blocking directory protocol. A directory protocol

is called blocking if, while it is handling a current request for block B, it delays other requests for

B (until a completion message is received for the current request) [54]. In single-level protocols,

blocking directories are considered simpler (fewer transient states) than non-blocking ones, but

TABLE 5-1. DirectoryCMP Stable States at Intra-CMP L2 Directory

State Description

I Invalid
ILS L2 Invalid, sharers in L1(s)
ILX L2 Invalid, L1 is Exclusive (E or M)
ILO L2 Invalid, L1 is Owner
ILOX L2 Invalid, L1 is Owner, CMP is Exclusive
ILOS L2 Invalid, L1 is Owner, others sharers in L1(s)
ILOSX L2 Invalid, L1 is Owner, other sharers in L1(s), CMP is Exclusive
S L2 Shared, no L1 sharers
O L2 Owner, no L1 sharers
OLS L2 Owner, others sharers in L1(s)
OLSX L2 Owner, others sharers in L1(s), CMP is Exclusive
SLS L2 Shared, other sharers in L1(s)
M L2 Modified and Exclusive
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forgo some concurrency. As we will see in Section 5.2.4, blocking directories in a two-level pro-

tocol help manage races between the inter- and intra-CMP protocols. 

A request from an on-chip processor core causes the intra-CMP directory to enter a transient

busy state. The complete listing of all 63 states at DirectoryCMP’s L2/intra-CMP controller is

given in Table B-1 of Appendix B. If the request finds the L2 controller in a transient state for the

same cache line address, the request blocks. Strategies for implementing request blocking are dis-

cussed in Section 5.2.5.

A handled request either causes the L2 controller to directly respond with data, generate for-

ward and/or invalidate messages to local L1 caches, or issue the request to the global inter-CMP

directory. When the L1 requestor completes the coherence request, it sends a completion message

to the intra-CMP directory to unblock. This both updates the directory state with new sharer infor-

mation and causes it to enter a stable state. If other requests are blocked for the same cache line

address, the next pending request is then handled (further discussed in Section 5.2.5). 

An intra-CMP GETS request completes when it receives the data from either the L2 cache or

a neighboring L1 cache. An intra-CMP GETM completes when it receives the data and also

receives an ACK from all the on-chip sharers. The L2 controller passes the number of sharers in

the forwarded request to the local Owner, which in turn passes the count in the returned data

response. The L1 controller of the requestor collects and counts acknowledgements and sends a

completion message to the L2 bank when all Acks have been received. 

DirectoryCMP uses three-phase writebacks [54] to order the writeback operation and thereby

prevent races with other requests. In a three-phase writeback, the controller sends a PUT message

to the directory. The PUT message also indicates if the replacement block is a shared, owned, or
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exclusive. The directory enters a busy state to prevent coherence races and then responds with an

acknowledgement. Finally, the controller sends the data to the directory upon receiving the ack. If

non-inclusive L2 caching is employed (i.e., directory state is not stored in inclusive L2 tags), the

acknowledgement message from the intra-CMP L2 directory to the L1 can also indicate if the L1

should send the data because it could hold the only on-chip copy (even if the L1 was in the S

state). But in our target system that stores directory state in L2 tags, replacing a tag with active

directory state must invalidate the L1 sharers before completing the replacement operation. This

entails sending invalidation messages, collecting acknowledgements, and potentially receiving

dirty data from an exclusive L1 sharer. If an owned or exclusive PUT request finds the directory

busy due to a subsequent request or forward, the directory sends a negative acknowledgement

(Nack). In all likelihood, the replacing cache will receive a forwarded request, which it handles,

and then completes the victimization process.

An implementor might chose to instead implement the intra-CMP protocol with MESI states

instead of the full MOESI states. This especially makes sense for an inclusive, shared L2 cache

because the cache itself can act as the implicit owner of the block for any shared request. More-

over, if directory state is stored in L2 cache tags, this would reduce the state overhead in tags by

eliminating the pointer to an L1 owner. Surprisingly dropping the O-state has minimal impact on

our protocol design and performance because we use blocking directories in conjunction with

completion messages. When an L1 downgrades from M on behalf of an on-chip GETS, the com-

pleting requestor simply sends the data to the L2 cache along with the completion message. We

chose to implement the full MOESI states because our design functions with and without inclu-

sive L2 caches. 
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Finally we consider the virtual network requirements of DirectoryCMP to prevent protocol

deadlock. The inter-CMP protocol requires a separate virtual network for request messages,

response messages, and completion messages. Three-phase writebacks preclude the need for any

additional virtual networks for replacement operations. 

5.2.3  DirectoryCMP: MOESI Inter-CMP Protocol

The inter-CMP protocol operates in much the same was as the intra-CMP protocol. The direc-

tory state is stored in DRAM and accessed at the memory/directory controller. Each directory

entry contains a full-map vector of sharers and a pointer to the owning or exclusive CMP. Impor-

tantly, the directory points to CMPs and not individual cores. Thus for a system comprised of four

CMPs where each CMP consists of eight cores, the required directory state in DRAM is only six

bits (4-bit vector of sharers and 2-bit pointer to owner). 

Requests received from CMPs cause the global directory to access the directory state and

either return data and/or issue forward and invalidate messages to other CMPs. The global direc-

tory also blocks subsequent requests for the same memory block until unblocked by a completion

message from the requestor currently being serviced. 

When the L2 intra-CMP directory receives an invalidate or forward from the inter-CMP direc-

tory, it must take and complete the required actions before acknowledging the request or returning

data. For example, an inter-CMP invalidate must generate intra-CMP invalidate messages to local

L1 sharers or potentially forward a request to an L1 owner. Acknowledgement messages are col-

lected and counted from L1 sharers before sending a chip-wide acknowledgement. 
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Like the intra-CMP protocol, DirectoryCMP’s inter-CMP protocol also employs three-phase

writebacks and has the same virtual network requirements. 

5.2.4  DirectoryCMP: Inter-Intra CMP Races

A key challenge for DirectoryCMP, and any two-level directory protocol, is resolving races.

Not only can races occur within the inter-CMP and intra-CMP protocols, but between the proto-

cols. This section presents the strategy we developed for resolving races in DirectoryCMP. We are

not aware of any other published literature that describes race-handling mechanisms in a two-

level directory protocol. 

The blocking inter- and intra-CMP directories help manage racing requests in the same proto-

col. For example, the intra-CMP directory blocks on receiving a GETM request from core P1. If

core P2 then issues a request for the same block and find the directory busy for the same address,

the request blocks so that it cannot interfere or race with the initial request. 

Naively implementing blocking in a two-level directory protocol, however, leads to deadlock

because of possible cyclic dependencies at level-one directories. Figure 5-3 shows an example of

this type of deadlock where P1’s forwarded request from the level-two directory finds a depen-

dent level-one directory already blocked on P4’s request.

The protocol can avoid deadlock by always handling second-level inter-CMP messages at

first-level intra-CMP directories. But this may cause an explosion of states when a second-level

message can interrupt any pending first-level intra-CMP operation. We instead establish a smaller

set of safe states that include all stable states and a subset of the transient states. A safe state can

immediately handle any second-level message, otherwise the message must wait until a safe state
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is reached. First-level requests either complete or cause the first-level directory to enter a safe

state before issuing a second-level request. 

Any transient state can be considered a safe state if the protocol can handle any second-level

action at any time. To reduce complexity and state-space explosion, we minimize the number of

safe states. One way we minimize the number of safe states is by reducing the amount of protocol

parallelism. If an intra-CMP request requires both intra- and inter- actions, the L2 controller

issues the global request to the inter-CMP directory before taking local actions. For example, if

the L2 controller receives an L1 GETM while in state OLS (owned with local sharers, but not

exclusive), then the request must issue to the inter-CMP directory to invalidate other CMPs and

the local sharers must invalidate as well. Attempting to handle these actions in parallel could lead

to an intractable situation where the L2 receives a racing FWD from the global directory while

handling the local invalidation process. Table 5-2 shows the intra-CMP directory transient safe

P1

Level-one directory

P4

Level-one directory

Level-two directory

getM getM

getM fwd getM

1 1

2 23

Blocked on P1

Blocked on P1

Blocked on P4

P2 P3

shared owned

FIGURE 5-3. Blocking Directory Example. Naively implementing blocking directo-
ries can result in deadlock in a 2-level directory scheme. 
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states. Of course all of the stable states in Table 5-1 are also safe states from which second-level

requests or forwards can be immediately handled.

In summary, DirectoryCMP resolves races as follows:

1) A processor core sends a coherence request to a level-one directory, where it possibly waits

before it either completes or reaches a safe state from which it makes a level-two directory

request.

2) Each level-one request is eventually handled by the blocking level-two directory.

3) The level-two directory may forward requests to other level-one directories which handle

these requests when their current request completes or reaches a safe state.

4) The coherence request completes at its initiating core, which sends completion messages to

unblock appropriate directories.

TABLE 5-2. Transient Safe States

state description

IGM blocked, issued GETM to second-level directory
IGS blocked, issued GETS to second-level directory
IGMLS blocked, issued GETM to second-level directory, local sharers still exist and require invalidation
OGMIO blocked, owned, issued GETM to second-level directory
IGMIO blocked, local L1 is owner, issued GETM to second-level directory
OLSI blocked, replacing owned block with L1 sharers
MI blocked, replacing exclusive block
OI blocked, replacing owned block
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5.2.5  DirectoryCMP: Implementing Blocking

DirectoryCMP uses blocking directories to manage races while preventing starvation. Imple-

menting blocking mechanisms is not trivial and requires additional design and structures.

Figure 5-4 illustrates the situation where an incoming request must block due to a request already

being serviced for the same address. As shown, a request for block 0x0800 is outstanding for core

P1 and another request for block 0x0800 arrives by core P0. Blocking the head of a single request

queue would prevent subsequent requests for different cache lines from being serviced. This solu-

tion would also increase the likelihood of backing up the interconnect virtual network. 

One solution enqueues requests into multiple queues interleaved by address so that a blocked

request only affects requests in the same interleaved queue. Each queue could also include a sec-

ondary head pointer to service subsequent requests even if the head is blocked. 

Another option implements a replay queue [2]. When an incoming request requires blocking,

it is moved to a replay queue (RQ) to hold blocked requests. To facilitate replaying a request when

0x0800 P1

0x0480 P3

0x4CC0 P0

MSHRs

(active requests)

0xFC00 P1

0xFF80 P2

0x4C80 P9

0xAB00 P2

0xCCC0 P8
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head
(blocked)
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FIGURE 5-4. Example of blocking a request. P0’s incoming request for cache line
0x0800 must block because a request for this line is already being serviced. 
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the directory unblocks for that address, the entries in the RQ are maintained as a linked list

according to cache line address. The head of the list is the MSHR entry for the request currently

being serviced for that address. When the current request finishes, it replays the next waiting

request in the RQ and updates pointers appropriately. The downside of this approach is that insert-

ing a new request into the RQ may require multiple pointer traversals, potentially making it more

difficult to incorporate into a pipelined coherence engine. 

An alternative to blocking in single-level directory protocols uses protocol Nacks (negative

acknowledgements) [84] when a request encounters a directory already servicing a different

request for the given cache block. We did not explore this approach because of the complications

in dealing with a forwarded inter-CMP request at a busy intra-CMP directory. Furthermore, a

Nacking protocol may encounter pathological starvation scenarios in which a core’s request is

continually Nacked and retried. Starvation could especially be severe in a hierarchical protocol

where the arrival rate of intra-CMP requests can potentially be much higher than the arrival rate

of forwarded inter-CMP requests. 

5.2.6  DirectoryCMP: Discussion

DirectoryCMP offers a highly scalable, hierarchical protocol for M-CMPs. To our knowledge,

it is the first detailed specification2, described in the academic literature, of a two-level directory

protocol. With its flexibility comes the cost of implementation complexity. In our published work

[95], model-checking DirectoryCMP was not feasible due to the state-space explosion. Further-

2. A SLICC-specified implementation of DirectoryCMP is available as part of the Wisconsin GEMS toolset [142]. The state-tran-

sition tables are too large to fit in this dissertation. 
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more, even if model-checked, the structures for implementing correct blocking and request replay

add an additional level of complexity. 

In the next section, we seek to reduce implementation complexity and to remove any indirec-

tion overheads of a directory protocol by applying token coherence to an M-CMP system. 

5.3  TokenCMP: Flat for Correctness, Hierarchical for Performance

In this section, we develop the TokenCMP coherence protocol that is flat for correctness, but

hierarchical for performance. The separation of correctness and performance, enabled by token

coherence, allows us to build a system with reduced complexity yet with performance characteris-

tics comparable or better than conventional hierarchical protocols. In our previously published

work [95], we showed how a flat correctness substrate enabled the successful model checking of

TokenCMP3 whereas model checking DirectoryCMP was not feasible within reasonable space

and time limits. With a flat correctness substrate that successfully model checks, we then use per-

formance policies that exploit the hierarchy for improved performance and bandwidth. Section

5.3.1 details how we extend and apply the correctness of token coherence to an Multiple-CMP

system. Then in Section 5.3.2, we develop performance policies to exploit the hierarchy. Section

5.3.3 discusses more details about TokenCMP and Section 5.3.4 offers a qualitative comparison

of complexity between TokenCMP and DirectoryCMP.

3. Since the model checking portion of this work was performed by the other co-authors, we omit model checking from this dis-

sertation.
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5.3.1  TokenCMP: Flat Correctness Substrate

In token coherence as originally proposed (Section 2.2.6), tokens were passed to individual

nodes where each node was an entire uniprocessor. Since each uniprocessor node contains a pri-

vate cache hierarchy, it was assumed that maintaining correct coherence within a node used other,

simple mechanisms independent of the coherence protocol. Even in RING-ORDER of Chapter 4,

tokens were still passed to individual nodes on a CMP where each node consisted of a processor

core and its private cache hierarchy. 

TokenCMP passes tokens to individual caches within a CMP. Moreover, individual caches

within each CMP hold tokens from the same global set of T tokens for each memory block. Using

a global set of tokens is key to making a flat correctness substrate. The alternative of using a sep-

arate set of T tokens for each CMP would result in the complexity we seek to avoid. Each cache in

the system—L1 data caches, L1 instruction caches, and L2 cache banks—essentially act like

“nodes” and holds tokens in their cache tags. Other structures that hold tokens may include auxil-

iary structures such as victim caches [70]. A block may be simultaneously cached in at most T

caches. Fortunately, doubling T to accommodate more individual caches only adds a single bit to

the token counts stored in cache tags and memory. 

TokenCMP assumes write-allocate, write-back L1 caches4 so that token counting applies end-

to-end to ensure coherence safety. That is, a processor core may read a block if its L1 data (or

instruction) cache has at least one token; it may write a block if its L1 data cache has all the

tokens. 

4. Supporting write-through L1/L2 caching is not obvious with TokenCMP since store permission must be obtained by acquiring 

all the tokens. Extending TokenCMP to write-through L1/L2 caches is a topic of future work. 
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TokenCMP performance policies, discussed in the following section, acquire tokens on behalf

of a core’s L1 read or write miss by issuing unordered transient requests. In the common case,

these requests succeed even without any ordering. In contrast, DirectoryCMP carefully orders

requests, manages coherence permissions, and orchestrates the movement of data by using both

intra- and inter-CMP ordering points (directories). While a TokenCMP performance policy can

also use directories and ordering points to order requests and orchestrate the movement of tokens,

doing so would result in the complexity that TokenCMP seeks to eliminate. With a correctness

substrate that guarantees both coherence safety and liveness, the performance policy can imple-

ment a flexible policy that does not need to track all possible races. With this flexibility comes the

potential for pathological livelock due to a transient request that continually miss in-flight tokens. 

Like original token coherence, TokenCMP uses persistent requests to avoid pathological star-

vation and livelock when transient requests fail. A persistent request establishes a global order of

racing requests for a block and always succeeds. However implementing persistent requests

comes with cost. Once activated, a persistent request must remain active in the system until the

starving core acquires all the needed tokens. Then it deactivates the persistent request. Both the

activate and deactivate process are global operations that require a system-wide broadcast. More-

over, each cache in the system must maintain a table of activated persistent in case it receives a

token-carrying message after it receives the persistent activate message. 

Rather than developing new hierarchical persistent request methods, we apply the original flat

arbitration schemes to maintain a flat, model-checkable correctness substrate. We review two

alternative approaches to implementing persistent requests in a Multiple-CMP system—central-
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ized and distributed. Each approach is invoked after some number of transient requests fail to

acquire the necessary tokens (transient request retries are discussed in Section 5.3.3). 

Arbiter-based Activation.  Extending the original arbiter-based persistent request mechanism to

M-CMPs is straightforward, but requires each cache, not just each node, to remember active per-

sistent requests. In arbiter-based activation, a starving core issues a request to the interleaved arbi-

ter for the given block address. The arbiter establishes a total order of persistent requests and

activates a request by broadcasting a PERSISTENTACTIVATE message to all cache controllers in

all CMPs. Upon receiving this message, a cache controller will respond with any tokens that it

possesses. A cache controller will also insert the block address into a table, sized to the number of

interleaved arbiters, that tracks outstanding persistent requests. Any tokens received by a cache

controller query the table to determine if a persistent request has been activated for some other

core. If so, the tokens are immediately forwarded to the starving core. Upon completing the per-

sistent request, a message is sent to the arbiter which then broadcasts a PERSISTENTDEACTIVATE

message to remove the block address from the tables. 

Using arbiter-based persistent requests provides flat starvation avoidance in M-CMP systems.

Furthermore, the tables for storing active persistent requests are small (e.g., 384 bytes for 64 six-

byte entries) and directly addressed.

However simple, the arbiter-based activation mechanism lacks performance robustness. That

is, when performance gets bad, persistent requests tend to make it worse because the handoff from

one persistent request to the next requires an indirect deactivate/activate exchange with the arbi-

ter, increasing both latency and bandwidth consumption. Although this has little effect for well-
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tuned workloads, we seek an alternative mechanism that avoids surprises with more demanding

applications and can exploit some locality in a Multiple-CMP system. 

Distributed Activation.  The distributed activation scheme improves worst-case performance by

directly forwarding contended blocks to the core with the next active persistent request. More-

over, the distributed approach enhances the locality of CMPs by handing blocks off to cores

within a CMP before handing off to the next CMP.

In distributed activation, a starving core directly broadcasts a PERSISTENTACTIVATE mes-

sage to all system-wide coherence controllers and a PERSISTENTDEACTIVATE message to com-

plete a request. Each core’s L1 controller initiates at most one persistent request, and each

controller remembers these persistent requests in a content-addressable table (each table has one

entry per core). The table activates only the highest priority persistent request of those in the table

seeking the same block. When tokens for block B arrive, the controller searches the table for an

active persistent request for block B, and, if found, tokens forward to the starving core. When a

new persistent request for block B arrives, the controller inserts the incoming request to the table

and forwards any tokens to the active request (which may or may not be the newly received

request depending on the priority). 

Priority among persistent requests is fixed by core number. When a cache receives a message

deactivating a persistent request, it clears the corresponding table entry. When a core deactivates

its own persistent request, its local table “marks” all valid entries for the same block by setting a

bit in the entry. A core is allowed to issue a persistent request only when no marked entries for the

desired block are present in its local persistent request table. The marking mechanism prevents a

core from continually issuing persistent requests that starve out another core. This approach is
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loosely based on FutureBus [130] arbitration, which uses a fixed priority but groups cores into

“waves” to prevent them from re-requesting bus access until all current wave members obtain

access. Thus this scheme prevents starvation, but is not necessarily fair because of the fixed prior-

ity based only on core number. 

Distributed activation reduces the average persistent request latency by forwarding highly

contended blocks directly between cores. For example, let cores P1, P2, and P3 seek block B with

persistent requests. All three will remember each other’s requests, but activate only the highest

priority request, say, core P1’s. When P1 succeeds, it deactivates its request, activates P2’s

request, and sends block B to P2. When P2 is done, it sends block B directly to P3. In this way, the

distributed scheme provides a minimum latency hand-off on highly-contended blocks (e.g., hot

locks). Moreover, locality of block hand-off can be enhanced by simply fixing core priority so

that the least-significant bits vary for cores within a CMP and more-significant bits vary between

CMPs. In particular, with this approach, highly-contended spin locks tend to dynamically perform

much like complex hierarchical or reactive locks [87, 30].

5.3.2  TokenCMP: Hierarchical Performance Policies

In this section, we develop performance policies for modest-sized M-CMP systems that

exploit the physical hierarchy. By taking into account the hierarchy, the protocol should prefer

intra-CMP coherence actions to inter-CMP actions. For example, the protocol should reduce the

latency of a read miss by obtaining a copy of the data within the CMP instead of off-chip when-

ever possible. Furthermore, the protocol should not waste the bandwidth of inter-CMP coherence

when intra-CMP coherence will satisfy the coherence operation. A flat performance policy, like

TokenB [90], accomplishes neither latency nor bandwidth reduction in a Multiple-CMP system
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because it broadcasts requests to all private cache hierarchies, including off-chip caches, on any

miss within the CMP. Recall that unlike an MP system comprised of single-core nodes, coherence

in an M-CMP with shared L2 caches is carried out at the level of L1 caches. Hence system-wide

broadcasts on L1 misses are especially prohibitive. 

All of our performance policies use the base L2 controller states listed in Table 5-3. The L2

controller has no transient states because it does not track outstanding local requests in MSHRs

and because it cannot rely on a stable sequence of messages to exit the transient state. The two

states, IL and SL, reflect active persistent requests for the block. The elimination of transient states

contributes to the reduced complexity, especially when compared to DirectoryCMP’s 63 states at

its L2 directory controller. We now discuss our TokenCMP performance protocol variants. 

5.3.2.1  TokenCMPA
TokenCMPA exploits the abundant bandwidth of a small-scale M-CMP by utilizing broadcasts

both within a CMP and between CMPs. On an L1 miss, the L1 controller broadcasts a coherence

request message within its CMP to the appropriate on-chip L2 cache bank and other on-chip L1

caches. The on-chip caches check their tags to take appropriate action. A cache responds to a

GETX request if it holds any tokens. Like original token coherence, we use a global owner token

TABLE 5-3. TokenCMP L2 Controller States

State Description

NP Not Present
I 0 tokens
S > 0 tokens, < max_tokens, no owner token
O > 0 tokens, < max_tokens, owner token
M max_tokens
IL 0 tokens, outstanding persistent request

SL > 0 tokens, < max_tokens, outstanding persistent request
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to determine which cache sends data along with its tokens. An L1 cache responds to a local GETS

request, with a single token and data, if it possesses multiple tokens (even non-owner). This

allows a core to obtain data from an on-chip cache even if the global owner token is located off-

chip. An L1 cache only responds if it has multiple tokens so that it does not give away its last

token, thereby losing read permission. However an L2 cache will relinquish its last token to an

on-chip GETS requestor. If any cache possesses all tokens and has modified the data, it optimizes

for migratory sharing [37, 123] by transferring the data and all tokens. 

If the L2 does not hold sufficient tokens to satisfy a local request, it then broadcasts the

request off-chip to other CMPs. A CMP responds to external GETM requests by returning all

tokens (and data if it holds the owner token). A CMP responds to external GETS requests only if

it holds the owner token. To reduce the latency of a future intra-CMP request, read responses

include C tokens (if possible), rather than the necessary 1 token, where C is the number of caches

on a CMP node. By including extra tokens in the off-chip response, future read requests within the

CMP can satisfy locally as described above. A cache may also respond to a read request with all T

tokens to optimize for migratory sharing. 

5.3.2.2  TokenCMPB
TokenCMPB is similar to TokenCMPA except that L1 misses first check the L2 cache before

initiating any broadcast operations. The L2 cache can act as an effective filter to reduce the

amount of on-chip broadcasts. The potential downside is that on-chip sharing between L1 caches

incurs a level of indirection. 

In TokenCMPB, L1 misses first issue to the interleaved L2 bank instead of initiating a full on-

chip broadcast. Only if the request misses in the L2 cache does it invoke an on- and off-chip

broadcast. Since a substantial fraction of L1 misses are satisfied by the L2 cache, we expect to see
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a significant reduction of on-chip broadcasts. Reducing on-chip broadcasts can save power by

eliminating unnecessary tag lookups in the performance-sensitive L1 caches. 

5.3.2.3  TokenCMPC
TokenCMPC extends TokenCMPB with extra stable states at the L2 cache (IX, IS) as well as

approximating inclusion amongst L1 sharers. These states allow the L2 controller to further

reduce tag lookup and interconnect bandwidth by avoiding off-chip broadcasts for most on-chip

cache-to-cache transfers. 

The IX state represents an invalid tag at the L2 cache but indicates that a local L1 sharer likely

holds the exclusive copy of the block (with all tokens). The IS state represents an invalid tag and

indicates that a local L1 sharer likely holds a shared copy (with extra tokens). Upon completing a

GETS (or GETM) request, the core updates the L2 bank by sending a non-token REGISTER-

SHARED (or REGISTEREXCLUSIVE) control message to the L2 controller, placing it in state IX or

IS. This message may also trigger a replacement of an L2 block. Off-chip transient requests or any

persistent request will clear the IX and IS states to I (Invalid). 

The additional states are used to provide further filtering at the L2 and are only performance

hints that do not affect correctness. Like TokenCMPB, a core first issues its request to the inter-

leaved L2 bank and controller. If a GETM request reaches the L2 cache in state IX, the L2 control-

ler broadcasts the request to local L1 caches. Likewise, if a GETS request reaches the L2 in state

IS, the request is broadcast locally. If the GETM finds the L2 in state IS, however, a full on- and

off-chip broadcast occurs. If either a GETS or GETM reaches the L2 cache in state I (tag present,

but 0 tokens), a full on- and off-chip broadcast also occurs. 
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5.3.3  TokenCMP: Invoking Persistent Requests

This section discusses how TokenCMP detects the failure of a transient request and the policy

for invoking a persistent request. Unfortunately in token coherence, requestors receive no indica-

tion of when transient requests fail. Requests may miss tokens in-flight on behalf of another

request or a writeback. Or, concurrent requestors may each obtain a subset of the required tokens.

One option to detect request failure obtains a response from every core and controller in the sys-

tem (similar to greedy protocols described in Section 2). If a requestor receives all responses but

did not obtain the required tokens, it then knows that the request failed and can take appropriate

action. However requiring all caches to respond, even if holding zero tokens, is wasteful. 

Instead, token coherence performance policies use timeouts to determine the potential failure

of a transient request. That is, if a core’s coherence request is not satisfied within some number of

cycles, then the core can assume that its transient request failed and should take further action. A

core could choose to reissue another transient request, or, invoke a persistent request that is guar-

anteed to succeed. 

The original TokenB protocol for SMPs reissued a transient request up to four times before

issuing a persistent request. It used a timeout threshold based on the recent average miss latency

along with an exponential backoff. However this policy is not suitable for TokenCMP systems.

First and foremost, the timeout threshold does not account for the difference in response latency

between local and remote caches, therefore an average of L1 miss latencies is not appropriate for

determining a timeout threshold (i.e., because fast, L2 hits may dominate). Second, exponential

backoff based on average miss latency is not stable because of a feedback loop between miss
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latencies and timeout thresholds. That is, the timeout threshold depends on average miss latencies

which can in turn depend on the timeout threshold.

The optimal policy of a timeout threshold is not clear since it is dependent on many imple-

mentation factors. Nonetheless, TokenCMP uses several new policies. First, in calculating a time-

out threshold, it uses a running average of recent misses. The running average is only updated by

off-chip requests satisfied by the initial transient request. Second, we do not use exponential back-

off. Third, with a more efficient distributed persistent request scheme, we issue only a single tran-

sient request. If the timer threshold expires, then a persistent request is immediately issued to

resolve conflict. 

Transient requests that fail are wasteful and hurt performance. For highly contended blocks, it

may be preferable to establish a total order of requests for a given block as soon as possible.

Therefore, for highly contended blocks, immediately issuing a persistent request may offer better

performance because it removes the overhead of waiting for a fruitless transient request to fail and

timeout. In Section 5.4, we evaluate the use of a per-core, hardware predictor that determines if a

miss to a given block should immediately issue a persistent request. Correct prediction will result

in more efficient transfer of highly contended blocks (e.g. synchronization variables) because per-

sistent requests establish a total order. Incorrect prediction results in the wasted overhead of acti-

vating and deactivating a persistent request where a more efficient transient request would have

sufficed. 

5.3.4  TokenCMP: Qualitative Complexity Comparison

TokenCMP’s primary goal is to reduce the complexity of hierarchical cache coherence while

providing comparable or better performance than a hierarchical protocol. Quantifying the design
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and verification complexity of a system is notoriously hard, because what really matters is the

subjective complexity experienced by the human designers, rather than some easily measurable

quantity. A clean, modular design might be larger in terms of lines of code or number of transis-

tors, yet be far easier to understand, design, debug, and modify. 

TokenCMP’s flat correctness substrate enabled the successful model-checking of a hierarchi-

cal system in work performed by collaborators [95]. We now further discuss complexity from a

subjective and qualitative point of view, and identify numerous areas where TokenCMP simplifies

hierarchical coherence.

Intra-CMP/Inter-CMP Interface and MSHRs. The interface between the intra-CMP and inter-

CMP protocols is a primary source of complexity in hierarchical coherence. In DirectoryCMP’s

L2 directory controller, a total of 49 transient states are used to track outstanding intra- and inter-

CMP requests, replacements, forwards, invalidate acknowledgements, and more. In addition, the

structures and logic for implementing blocking first-level directories, with fair replay of blocked

requests, may become another source of additional complexity. TokenCMP’s interface at the L2

controller is greatly simplified. There are no transient states in the L2 controller and no blocking

first-level directories (with replay logic).

Moreover, DirectoryCMP’s interface must also track and handle all outstanding requests from

each core within the CMP. This is typically done with Miss Status Handling Registers (MSHRs)

in an associative table. As CMPs continue to integrate more cores which an increasing number of

outstanding requests, these chip-level MSHR tables may become a scalability limitation [134].

On the other hand, in TokenCMP an L1 request is only tracked at the requestor’s L1 controller

and no highly associative chip-level MSHR structures are required. 
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Replacement. Replacement and writeback operations are much simpler in TokenCMP compared

to DirectoryCMP and other hierarchical protocols. In TokenCMP, when a cache needs to replace a

block, it simply sends tokens and data (if dirty) to either the L2 or memory; no extra messages or

transient states at any cache or memory are required. A transient request that misses in-flight

tokens due to replacement may be reissued or invoke a persistent request. In contrast, Directory-

CMP uses three-phase writebacks to ensure that they are ordered with intra-CMP requests and

inter-CMP forwards or invalidations. 

Inclusiveness. Unlike DirectoryCMP and other implementations that use the L2 tag to track L1

sharers, TokenCMP does not require strict inclusion between the L2 cache and all L1 caches. The

replacement of an L2 block with active L1 sharers does not need to invalidate those L1 sharers. 

Hidden Performance Bugs. On the other hand, TokenCMP introduces its own set of issues. In

developing and simulating protocols, we found that TokenCMP’s correctness substrate often hid

errors and bugs in the performance policy because the system continued to perform correctly,

albeit with degraded performance. 

Moreover, we found the retry policy to be an especially sensitive issue. With distributed arbi-

tration, issuing a persistent request as soon as possible helps reduce the latency of highly-con-

tended synchronization blocks. However issuing a persistent request too soon is wasteful because

of the extra messaging. In one instance, we noticed a substantial rise in the rate of persistent

requests after changing a slew of configuration parameters. It took many additional experiments

to determine that a change in the interconnect topology increased the variance in memory latency

but not the average. TokenCMP’s retry threshold is set by multiplying a constant by the average

memory latency, and the constant was not high enough to account for the increased variance. Of
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course an improved policy might avoid this type of dynamic threshold issue by taking into

account both the average and variance in memory latency. 

5.4  Evaluation

This section evaluates the performance of the DirectoryCMP and TokenCMP protocols using

full-system simulation.

5.4.1  Baseline System

The baseline topology for evaluation is shown in Figure 5-1. Four CMPs, each with four pro-

cessor cores, are connected via point-to-point links in a 2x2 grid topology. Each CMP contains an

8 MB L2 cache and an on-chip memory controller. The parameters for the memory system are

shown in Table 5-1. Initial results use the blocking in-order core model, but we will also show the

sensitivity to out-of-order cores. 

We evaluate the DirectoryCMP, TokenCMPA, TokenCMPB, and TokenCMPC protocols

described in Sections 5.2 and 5.3. All TokenCMP protocols use distributed persistent request arbi-

tration since our prior published results [95] show that the method of arbitration has little effect on

the macro-benchmark performance and that distributed arbitration performed the best for micro-

benchmarks [95]. 

DirectoryCMP implements the inter-CMP directory state solely in DRAM. To improve Direc-

toryCMP’s indirection latency for inter-CMP sharing misses, DirectoryCMP-cache implements a

cache of directory state at each on-chip inter-CMP directory controller. Each directory cache

totals 256 KB and is 16-way associative. We assume 16-bits to hold the directory state and that

each entry holds 128-bits, summarizing 512 bytes of contiguous address space. To improve the



119

effectiveness of the directory cache, entries are only allocated on the first sharing miss for a block.

DirectoryCMP-perfect implements a perfect directory cache so that indirections never incur a

costly access to off-chip DRAM to retrieve directory state.

In addition to TokenCMPA, TokenCMPB, and TokenCMPC, we also evaluate TokenCMPA-

PRED, which is based on TokenCMPA, but implements a per-core predictor to immediately issue a

persistent request for predicted blocks. Our predictor uses a four-way set-associative 256-entry

table of 2-bit saturating counters. A counter is allocated and incremented when a transient request

times out. Counters are reset pseudo-randomly at a rate of 0.01 to allow adaptation to different

phase behaviors.
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FIGURE 5-1. Baseline 4-CMP Topology. 

TABLE 5-1. Baseline M-CMP Memory System Parameters
L1 Cache 64 KB I&D, 4-way set associative
L2 Cache 8 MB, 4 banks, 4-way set associative, 5 cycles
intra-CMP interconnect point-to-point, 6-cycle, 16 GB/s
inter-CMP links 50-cycle, 8 GB/s
DRAM 160-cycle access
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5.4.2  Baseline Results

Figure 5-2 shows the runtime normalized to DirectoryCMP. The raw data is available in

Appendix B. As shown, the addition of a directory cache to DirectoryCMP greatly improves the

performance. The 256 KB directory cache per CMP achieves hit rates of 54%, 78%, 26%, and

75% for Apache, OLTP, JBB, and Zeus respectively. Surprisingly, a perfect directory cache offers

little additional performance improvement over DirectoryCMP-cache even for Apache. We sus-

pect this is due to Apache’s high sensitivity to synchronization, and that the directory caches

nearly always hit during periods of heavy synchronization and lock contention. Other data, not

shown, indicates DirectoryCMP-cache’s directory caches hit for nearly every indirection between

L1 caches, but suffer many misses when a remote L2 cache supplied the data on an indirection. 

TokenCMP protocols are 2-32% faster than DirectoryCMP-cache. These speedups are less

than those reported in our prior published results, primarily because we use an on-chip directory

controller with a cache of directory state instead of an off-chip directory controller. An off-chip

directory controller, even with a directory cache, would significantly decrease the performance of

DirectoryCMP.

TokenCMPA, TokenCMPB, and TokenCMPC protocols perform worse than DirectoryCMP-

perfect for Zeus. As we will see in additional results, this is due to frequent timeouts and persis-

tent requests. TokenCMPA-PRED, which avoids timeouts for highly contended blocks, solves the

problem and outperforms DirectoryCMP-cache by 32% for Zeus.

To gain further insight into runtime results, Figure 5-3 shows the normalized memory system

stall cycles broken down by category. The categories include cycles on misses serviced by

DRAM, the on-chip L2 cache, off-chip L1 or L2 caches, a neighboring on-chip L1 cache, and
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misses requiring a persistent request. As shown, DirectoryCMP incurs many stall cycles on

requests serviced by remote L2 and L1 caches. These cycles are significantly reduced by using an

on-chip directory cache. Also apparent from these results is that all DirectoryCMP variants incur

more cycles spent on off-chip memory accesses. Further investigation revealed that this is mostly

due to DirectoryCMP’s strictly inclusive L2 caching for implementing intra-CMP directory state.

That is, conflict at the shared L2 bank causes evictions of useful data from L1 caches, resulting in

more misses to DRAM. 

Table B-2 in Appendix B also shows the raw counts of misses and their contribution to stall

cycles corresponding to Figures 5-2 and 5-3. One surprising number shows that on-chip cache-to-

cache transfers can average up to 80 cycles for DirectoryCMP-perfect compared to only about 18

cycles for TokenCMP. This is an artifact of how contention is accounted in these statistics. For

instance, both P1 and P2 may contend for the same cache line near-simultaneously. For both
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FIGURE 5-2. Normalized runtime. 
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DirectoryCMP and TokenCMP protocols, P1 first acquires the block from off-chip and this shows

up as an off-chip cache-to-cache transfer. In DirectoryCMP, P2 is blocked at the intra-CMP direc-

tory where eventually it unblocks and acquires the block from P1. Even though it acquired the

block from an on-chip cache and is reflected in the statistics as such, it had to incur an entire off-

chip latency from P1’s request. Surprisingly this happens frequently for blocks passed between L1

caches. On the other hand, this type of contention in the TokenCMP protocols usually results in a

persistent request with its separate category.

The pathological behavior with Zeus indicates the impact of persistent requests. TokenCMPA-

PRED increases the number of persistent requests, however because they issue immediately, the

average time of fulfilling a persistent request is reduced from 779 cycles for TokenCMPA to 307

cycles for TokenCMPA-PRED. Ultimately TokenCMPA-PRED shows the lowest overall memory

stall cycles even though a significant portion of them come from persistent requests. The figure

also shows how many cycles spent on local L2 hits convert to cycles spent on persistent requests. 
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Table 5-1 shows the protocol’s impact on back-side L1 tag lookup bandwidth. All the

TokenCMP variants perform at least an order of magnitude more tag lookups than the Directory-

CMP variants because of on-chip broadcasts. However, TokenCMPB reduces back-side L1 look-

ups by 35-51% and TokenCMPC provides an additional reduction of 30-86%. Nonetheless, in

considering the required L1 tag lookup rate per core, even TokenCMPA requires a worst-case per-

application average of only 0.086 back-side lookups-per-cycle. Thus the impact on L1 caches

should be minimal for the modest number of cores we simulate, but increasing the cores-per-chip

and using out-of-order cores will result in additional tag lookup pressure.

Table 5-2 shows the protocols’ impact on L2 tag lookup bandwidth. The L2 tag lookup data

includes all tag accesses from on-chip L1 accesses and off-chip lookups. The TokenCMP variants

require up to 52% additional lookups compared to DirectoryCMP. But once again, the overall

TABLE 5-1. L1 Lookups

DirectoryCMP TokenCMPA TokenCMPB TokenCMPC TokenCMPA-PRED

normalized lookups, lookups-per-cycle (back-side lookups, per L1 controller)

OLTP 1.0, 0.0009 66.7, 0.071 43.7, 0.046 23.2, 0.023 68.0, 0.074
Apache 1.0, 0.0006 132, 0.086 64.9, 0.042 16.7, 0.011 113, 0.078
SpecJBB 1.0, 0.0003 234, 0.071 121, 0.036 17.5, 0.005 234, 0.071
Zeus 1.0, 0.001 60.3, 0.065 31.6, 0.033 22.1, 0.023 41.5, 0.072

TABLE 5-2. L2 Lookups (including tag access for demand misses)

DirectoryCMP TokenCMPA TokenCMPB TokenCMPC TokenCMPA-PRED

normalized lookups, lookups-per-cycle (per L2 controller)

OLTP 1.0, 0.0130 1.15, 0.0166 1.17, 0.0167 1.17, 0.0160 1.18, 0.0174
Apache 1.0, 0.0167 1.23, 0.0221 1.23, 0.0221 1.24, 0.0218 0.94, 0.0178
SpecJBB 1.0, 0.0144 1.23, 0.0182 1.28, 0.0189 1.24, 0.0183 1.23, 0.0183
Zeus 1.0, 0.0138 1.48, 0.0169 1.52, 0.0169 1.46, 0.0160 0.94, 0.0173
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impact is minimal as the worst-case per-application average lookups-per-cycle for TokenCMPA is

only 0.0221. 

Figure 5-4 shows the inter-CMP traffic normalized to DirectoryCMP. Traffic to off-chip

DRAM is not reflected in these graphs. The TokenCMP protocols generally use more inter-CMP

traffic due to request message overhead from broadcasts. For example, TokenCMPA uses 5.8%

more traffic than DirectoryCMP for OLTP. Once again, pathological behavior shows up in Zeus

where TokenCMP protocols utilize significantly more bandwidth due to both persistent requests

and from data messages. While TokenCMPA-PRED improves the runtime of Zeus, it does so by

utilizing 85% more interconnect bandwidth. Nonetheless, the average utilization of the 8 GB/s

inter-CMP links is still less than 16% for all workloads. 
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Figure 5-5 shows the on-chip intra-CMP traffic normalized to DirectoryCMP. For OLTP,

Apache, and SpecJBB, TokenCMPA uses comparable bandwidth to DirectoryCMP and TokenC-

MPC uses 12-16% less bandwidth. While TokenCMP protocols devote more interconnect traffic

to request messages, this is exceeded by traffic used by DirectoryCMP’s control messages for

managing the precise state of directories. These messages include invalidate acknowledgements,

writeback control, and unblock messages. TokenCMPA-PRED greatly reduces the data bandwidth

for Zeus because highly contended blocks efficiently handoff to cores with CMP locality.
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Table 5-3 shows the frequency and percent of L1 misses that timed out and issued a persistent

request. TokenCMPA issues a persistent request ranging from every 2,457 instructions for Zeus to

every 500,000 instructions for SpecJBB. TokenCMPB has little affect on the rate of persistent

requests and TokenCMPC generally increase their frequency due to filtering. 

5.4.3  Sensitivity

This section performs sensitivity analysis to core capability and system organization. Figure

5-6 shows the runtime results when simulating out-of-order cores parameterized in Table 5-4.

TokenCMP variants only outperform DirectoryCMP-perfect by 12-16% for OLTP with no signif-

icant gains for other workloads. Compared to the in-order results, the out-of-order cores appear to

successfully hide some of DirectoryCMP’s indirection penalty, especially for Apache.

TABLE 5-3. Persistent Requests caused by Timeout 
(per 1000 instructions, % of L1 misses)

TokenCMPA TokenCMPB TokenCMPC TokenCMPA-PRED

OLTP 0.122, 0.52% 0.124, 0.53% 0.163, 0.76% 0.459, 1.8%
Apache 0.134, 0.16% 0.140, 0.17% 0.236, 0.28% 0.146, 0.25%
SpecJBB 0.002, 0.008% 0.002, 0.009% 0.03, 0.15% 0.001, 0.005%
Zeus 0.407, 1.9% 0.403, 1.9% 0.455, 2.3% 0.187, 1.2%

TABLE 5-4. Out-of-Order Core Parameters
Reorder buffer/scheduler 128/64 entries
Pipeline width 4-wide fetch & issue
Pipeline stages 11
Direct branch predictor 1 KB YAGS
Indirect branch predictor 64 entry (cascaded)
Return address stack 64 entry
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We now consider two alternative 16-core M-CMP configurations. Figure 5-7(a) shows two

CMPs with eight cores each. In this configuration, much more of the coherence occurs at the

intra-CMP level than at the inter-CMP level. Figure 5-7(b) shows eight CMPs with two cores

each. While industry is already beyond two-core CMPs, this design will stress the inter-CMP

level of coherence to give an idea of the performance impact of a system with more sockets. 

Figure 5-8 shows the runtime results of two 8-core CMPs. All TokenCMP protocols perform

4-19% faster than DirectoryCMP-perfect. Surprisingly, DirectoryCMP performs quite poorly for

Zeus in this configuration—255% slower than DirectoryCMP-cache! Determining the cause of

this large runtime anomaly is difficult from the simulator’s point-of-view, especially when some

of the application stack is closed-source. Nonetheless, we found that the increased runtime of

DirectoryCMP correlates to executing 7.43 times more instructions and exhibiting 3.8 times more

L1 misses (but similar misses to memory) than DirectoryCMP-cache. Moreover, a detailed hot
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FIGURE 5-6. Normalized runtime, out-of-order cores. 
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block analysis between DirectoryCMP and DirectoryCMP-cache, for a smaller run of Zeus,

revealed that both protocols exhibit the most misses to a small set of blocks in supervisor mode.

However DirectoryCMP incurred about 14 times more misses to this small set of supervisor

blocks. This leads us to believe that the large indirection latency of DirectoryCMP causes exces-

sive spinning in the kernel. In the configuration with only two chips, there is much more opportu-

nity to exploit fast on-chip sharing, which when interrupted by a long DirectoryCMP inter-CMP

sharing miss, appears to greatly affect runtime. 

Figure 5-9 shows the runtime result of eight 2-core CMPs. In this configuration, inter-CMP

coherence is stressed and indirection overheads of DirectoryCMP protocols become more promi-

nent. TokenCMPA-PRED outperforms DirectoryCMP-perfect by 20-33% for OLTP, Apache, and

Zeus. 
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5.4.4  Summary of Evaluation

The following list summarizes some of the key findings from our evaluation of DirectoryCMP

and TokenCMP:

•TokenCMP variants perform comparable to or outperform DirectoryCMP variants by 2-32%

in our baseline configuration with in-order cores. Thus we achieved our goal of designing a

M-CMP protocol that is less complex than a hierarchical protocol but performs comparably or

better. Gains diminish for out-of-order cores. When inter-CMP coherence becomes more

prevalent, as in our 8-CMP configuration with 2-cores per CMP, TokenCMP performs 20-

33% better than DirectoryCMP. 

• In modest M-CMP configurations, TokenCMP’s two-level broadcast utilizes similar band-

width for both on- and off- interconnection networks. All TokenCMP variants require signifi-

cantly more L1 tag lookup bandwidth than DirectoryCMP, but the lookup requirements are so

minimal that they should not necessitate additional ports. TokenCMP variants require more

L2 tag lookup bandwidth, but again the overall lookup rates are very reasonable. 

•The on-chip indirections by TokenCMPB and TokenCMPC do not impact performance and

provide modest reductions in L1 and L2 tag lookup bandwidth. 

•Persistent request prediction can substantially improve performance for workloads that

exhibit pathological behavior. TokenCMPA-PRED improves TokenCMPA’s performance by

60% for Zeus. 
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5.5  Related Work

Many other prior systems have implemented hierarchical coherence. However, most systems

relied on snooping buses as the first level of coherence, greatly simplifying the problem of inter-

facing two protocols. 

The Stanford Dash [86] proposed a highly scalable directory-based architecture. Each node in

the directory system was a cluster of processors and contained a portion of the overall memory.

Each cluster used a bus to interconnect the processors and memory, as well as a snooping protocol

for first-level coherence. The SGI Origin2000 [84] system also used bus-based clusters as the

building block for a larger system. The Sequent STiNG [89] combined four processor Intel SMP

nodes into a larger system based on the Scalable Coherence Interconnect (SCI) [53]. The SCI pro-

tocol used a linked list directory protocol. 

The Encore Gigamax [13] system proposed a hierarchical system where each level consisted

of a snooping bus. A shared inclusive cache at each level determined when a request traversed to

the next level of the hierarchy. 

Scott et al. proposed pruning-cache directories for large-scale multiprocessors [117]. They

focus on reducing the state and message overhead as systems scale. While proposing hierarchies

of directories, they do not address important mechanisms of ordering and race handling like we do

with DirectoryCMP. 

The Hierarchical DDM design [55] was a cache-only memory architecture (COMA) system

with a hierarchy of directories and attraction memories. Each level of the hierarchy used a bus

with atomic snooping operations. Another COMA machine was the Kendall Square Research

KSR1 [45]. The KSR1 used a hierarchy of rings. Like the Hierarchical DDM machine, directories
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at the interface between hierarchy levels tracked if a local processor cached the block. Since the

KSR1 used rings instead of atomic buses, handling races and ordering was complicated. Although

the literature does not discuss these details, we suspect that a serial search ordered at each direc-

tory eased complexity. 

Prior Multiple-CMP designs include the Compaq Piranha [20] and the IBM Power4/5 systems

[132, 119]. The Compaq Piranha implemented hierarchical directory coherence with an on-chip

crossbar. According to the designers, complexity of the coherence protocol was indeed a serious

problem [19]. The IBM Power4/5 systems implement a logical bus for on-chip coherence and

then interface to a ring-based snooping protocol for coherence between CMPs. 

5.6  Discussion and Future Work

This section addresses some shortcomings of TokenCMP and DirectoryCMP that can be

improved with future work. 

5.6.1  TokenCMP 

The performance policies presented in this chapter target small-scale M-CMP systems. As the

number of cores integrated onto a single chip continue to increase, a performance policy that

avoids excessive broadcasts may be required. TokenCMPC, for example, could be extended with a

new structure that tracks directory state enabling the L2 controller to send requests only to rele-

vant sharers instead of all on-chip caches. The challenge lies in implementing directory state that

does not rely on a precise sequence of state transitions and messages. 

Moreover, the TokenCMP performance policies in this chapter do not attempt to provide any

kind of ordering of requests. Racing requests often cause the correctness substrate to use a heavy-
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weight persistent request. If a performance policy can handle some of the common ordering, then

the persistent request mechanism can continue to remain flat as the system scales. Furthermore,

adding order to the system makes performance easier to predict. 

On the other hand, if the performance policy invokes persistent requests with enough fre-

quency, then eventually a flat persistent request scheme may impair performance and scalability.

Perhaps persistent request schemes should also be hierarchical. Moreover, using timeouts to

detect possible starvation is often sub-optimal. Some transient requests fail due to local races, but

others fail due to races over slow off-chip links. Ideally a requestor could determine if a race

occurred on-chip or off-chip and adjust the retry timeout accordingly. 

Other future work could develop performance policies for a greater variety of cache hierar-

chies, such as L3 caches and D-NUCA structures [73]. 

5.6.2  DirectoryCMP

The primary drawback of DirectoryCMP is its complexity. Much of the complexity stems

from using a hierarchy of directories. But some deals with operating correctly under completely

unordered interconnects. It appears that next-generation, packet-switched interconnects for CMPs

will use deterministic routing that offers point-to-point ordering. This ordering might simplify

DirectoryCMP by eliminating many potential races. 

In developing DirectoryCMP, we also questioned if the finite-state machine model is the best

way to both specify a protocol and its implementation. One interesting avenue of future work

might examine pushdown automaton instead of the finite-state model. 
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5.7  Conclusion

Multiple-CMP systems will integrate several CMPs to create larger systems. Cache coherence

is a particular challenge for M-CMPs because protocols must keep caches coherent within a CMP

(intra-CMP coherence) and between CMPs (inter-CMP coherence). In this chapter, we first devel-

oped a detailed hierarchical protocol, DirectoryCMP, that uses directories for both intra- and inter-

CMP coherence. Unlike most prior hierarchical systems, DirectoryCMP has no reliance on the

ordering properties of the on- or off-chip interconnect. However combining the two directory pro-

tocols into a single, globally coherent system is both complex and requires additional structures to

maintain order. 

We then developed TokenCMP, which leverages token coherence, to create a system that is

flat for correctness but hierarchical for performance. In the common case, our TokenCMP perfor-

mance policies exploit the hierarchy to improve system performance and to reduce bandwidth.

Yet the performance policies do not need to handle all the potential races that can occur with tra-

ditional hierarchical protocols. TokenCMP instead relies on the correctness substrate for the

uncommon races. TokenCMP’s flat correctness substrate, enabled by token coherence, reduces

complexity by treating the system as flat. In full-system simulation, we showed that TokenCMP

performs comparable to, or can even exceed the performance of DirectoryCMP by up to 32%. 
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Chapter 6  

Virtual Hierarchies

Memory system hierarchies are fundamental to computing systems. They have long improved

performance because most programs temporally concentrate accesses to code and data. A compel-

ling alternative to a hard-wired physical hierarchy is a virtual hierarchy that can adapt to work-

load characteristics. This chapter motivates the idea of virtual hierarchies and proposes two

implementations of a coherence protocol to create a virtual hierarchy. 

6.1  Motivation

Virtual hierarchies are motivated by many trends including space sharing, server consolida-

tion, and tiled architectures. 

6.1.1  Space Sharing

Emerging many-core CMPs provide a new computing landscape. Rather than just time shar-

ing jobs on one or a few cores, abundant cores will encourage greater user of space sharing [42].

With space sharing, single- or multi-threaded jobs are simultaneously assigned to separate groups

of cores for long time intervals. 

To optimize for space-shared workloads, we propose that CMP memory designers should use

virtual hierarchies (VH) where a coherence and caching hierarchy is overlaid onto a physical sys-



136
tem. Unlike a fixed physical hierarchy, a virtual hierarchy can adapt to fit how the work is space-

shared for improved performance and performance isolation. 

6.1.2  Tiled Architectures

Virtual hierarchies are also motivated by tiled (i.e., repeatable) architectures such as TRIPS

[112], Raw [139], Intel Terascale [64], and more. These proposals contain little or no hierarchy of

caches. Our proposed virtual hierarchy technique arguably makes these tiled architectures more

compelling by offering the latency and bandwidth characteristics of a physical hierarchy without

actually building one. We now discuss our primary motivation, which combines space-shared

workloads in a tiled architecture. 

6.1.3  Server Consolidation

Server consolidation is becoming an increasingly popular technique to manage and utilize

systems. In server consolidation (also called workload consolidation), multiple server applica-

tions are deployed onto Virtual Machines (VMs), which then run on a single, more-powerful

server. Manufacturers of high-end commercial servers have long provided hardware support for

server consolidation such as logical partitions [68] and dynamic domains [30]. VMware [138]

brought server consolidation to commodity x86-based systems without hardware support, while

AMD and Intel have recently introduced hardware virtualization features [11, 65].

Virtualization technology’s goals include the following. First and most important, VMs must

isolate the function of applications and operating systems (OSs) running under virtualization. Sec-

ond, VMs also should isolate the performance of consolidated servers (e.g., to mitigate a misbe-

having VM from affecting others). Third, the system should facilitate dynamic reassignment (or
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partitioning [120]) of a VM’s resources (e.g., reassigning processor and memory resources to a

VM). Flexible server resource management reduces wasteful over-provisioning and can even

manage heat [64]. Fourth, the system should support inter-VM sharing of memory to enable fea-

tures like content-based page sharing. This scheme, pioneered by Cellular Disco [26] and cur-

rently used by VMware’s ESX server [140], eliminates redundant copies of pages with identical

contents across VMs by mapping them to the same physical frame. Inter-VM page sharing, espe-

cially for code pages, can reduce physical memory demands by up to 60% [140]. 

Future CMPs with abundant cores provide excellent opportunities to expand server and work-

load consolidation. Figure 6-1 illustrates our baseline 64-tile CMP architecture used in this chap-

ter. Each tile consists of a processor core, private L1 caches, and an L2 bank. Figure 6-2 shows

how future CMPs may run many consolidated workloads with space sharing. That is, different

regions of cores are assigned to different VMs. But memory systems proposed for future CMPs

FIGURE 6-1. Tiled CMP architecture. 

FIGURE 6-2. CMP running 
consolidated servers. 

VM 0: database

VM 3: database

VM 1: web server

VM 2: web server

VM 4: middleware

VM 5: middleware

VM 6: middleware

VM 7: middleware
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appear not to target this kind of workload consolidation. Use of global broadcast for all coherence

across such a large number of tiles is not viable. Use of a global directory in DRAM or SRAM

forces many memory accesses to unnecessarily cross the chip, failing to minimize memory access

time or isolate VM performance. Statically distributing the directory among tiles can do much

better, provided that VM monitors (hypervisors) carefully map virtual pages to physical frames

within the VM’s tiles. Requiring the hypervisor to manage cache layout complicates memory allo-

cation, VM reassignment and scheduling, and may limit sharing opportunities.

In this chapter, we propose an implementation of a virtual hierarchy where we overlay a two-

level virtual (or logical) coherence and caching hierarchy on a physically flat CMP that harmo-

nizes with VM assignment. We seek to handle most misses within a VM (intra-VM) with a level-

one coherence protocol that minimizes both miss access time and performance interference with

other VMs. This first-level intra-VM protocol is then augmented by a global level-two inter-VM

coherence protocol that obtains requested data in all cases. The two protocols will operate like a

two-level protocol on a physical hierarchy, but with two key differences. First, the virtual hierar-

chy (VH) is not tied to a physical hierarchy that may or may not match VM assignment. Second,

the VH can dynamically change when VM assignment changes. Before developing our virtual

hierarchy, we first consider existing flat-based approaches to memory systems for the tiled CMP

shown in Figure 6-1.

6.2  Flat Directory-based Coherence

This section discusses some existing flat coherence protocol options for many-core, tiled

CMPs. We assume directory-based coherence because CMPs with 64 or more tiles make frequent
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broadcasts slow and power-hungry. When a memory access is not satisfied within a tile, it seeks a

directory, which provides information regarding whether and where a block is cached.

Directory protocols differ in the location and contents of directory entries. We discuss and will

later evaluate three alternative directory implementations that have been advocated in the litera-

ture: (1) DRAM directory with on-chip directory cache; (2) duplicate tag directory; and (3) static

cache bank directory. When applied to server consolidation, however, we will find that all these

directory implementations fail to minimize average memory access time and do not isolate VM

performance, but do facilitate VM resource reassignment and inter-VM sharing.

6.2.1  DRAM Directory w/ Directory Cache

Like many previous directory-based systems [84, 85], a CMP can use a protocol that stores

directory information in DRAM. A straightforward approach stores a bit-vector for every memory

block to indicate the sharers. The bit-vector, in the simplest form, uses one bit for every possible

sharer. If the coherence protocol implements the Owner state (O), then the directory must also
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FIGURE 6-3. DRAM-DIR directory protocol with its global indirection for local intra-
VM sharing. 
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contain a pointer to the current owner. The state size can be reduced at a cost of precision and

complexity (e.g., a coarse-grained bit vector [52] where each bit corresponds to a cluster of possi-

ble sharers). 

A DRAM-based directory implementation for the CMP shown in Figure 6-3 treats each tile as

a potential sharer of the data. If a processor misses in the tile’s caches, then it issues a request to

the appropriate directory controller. Directory state is logically stored in DRAM, but performance

requirements may dictate that it be cached in on-chip RAM at the memory controller(s). 

Figure 6-3 illustrates a sharing miss between two tiles in the same VM. The request fails to

exploit distance locality. That is, the request may incur significant latency to reach the directory

even though the data is located nearby. This process does not minimize memory access time and

allows the performance of one VM to affect others (due to additional interconnect and directory

contention). Since memory is globally shared, however, this design does facilitate VM resource

reassignment and inter-VM sharing. 

6.2.2  Duplicate Tag Directory

An alternative approach for implementing a CMP directory protocol uses an exact duplicate

tag store instead of storing directory state in DRAM [20, 29, 60]. Similar to shadow tags, direc-

tory state for a block can be determined by examining a copy of the tags of every possible cache

that can hold the block. The protocol keeps the copied tags up-to-date with explicit or piggy-

backed messages. A primary advantage of a complete duplicate tag store is that it eliminates the
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need to store and access directory state in DRAM. A block not found in a duplicate tag is known

to be idle (uncached).

As illustrated in Figure 6-4, a sharing miss still fails to exploit distance locality because of the

indirection at the directory, which is now in SRAM and may be centrally located. Therefore this

approach also fails to minimize average memory access time and to isolate VM performance from

each other. Contention at the centralized directory can become especially problematic because of

the cost in increasing the lookup bandwidth. 

Furthermore, implementing a duplicate tag store can become challenging as the number of

cores increases. For example, with a tiled 64-core CMP, the duplicate tag store will contain the

tags for all 64 possible caching locations. If each tile implements 16-way associative L2 caches,

then the aggregate associativity of all tiles is 1024 ways. Therefore, to check the tags to locate and

invalidate sharers, a large power-hungry 1024-way content addressable memory may be required. 

A

getM A

1fwd data3

duplicate tag

directory

2

FIGURE 6-4. TAG-DIR with its centralized duplicate tag directory. 
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6.2.3  Static Cache Bank Directory

A directory can be distributed among all the tiles by mapping a block address to a tile called

the home tile (node) [73, 145]. Tags in the cache bank of the tile can then be augmented with

directory entry state (e.g., a sharing bit vector). If a request reaches the home tile and fails to find

a matching tag, it allocates a new tag and obtains the data from memory. The retrieved data is

placed in the home tile’s cache and a copy returned to the requesting core. Before victimizing a

cache block with active directory state, the protocol must first invalidate sharers and write back

dirty copies to memory. 

This scheme integrates directory state with the cache tags thereby avoiding a separate direc-

tory either in DRAM or on-chip SRAM. However the tag overhead can become substantial in a

many-core CMP with a bit for each sharer, and the invalidations and writebacks required to vic-

timize a block with active directory state can hurt performance.
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FIGURE 6-5. STATIC-BANK-DIR protocol with interleaved home tiles. 
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Home tiles are usually selected by a simple interleaving on low-order block or page frame

numbers. As illustrated in Figure 6-5, the home tile locations are often sub-optimal because the

block used by a processor may map to a tile located across the chip. If home tile mappings inter-

leave by page frame number, hypervisor or operating system software can attempt to remap pages

to page frames with better static homes [34] at a cost of exposing more information and complex-

ity to the hypervisor or OS. Dynamic VM reassignment would then further complicate the hyper-

visor’s responsibility for using optimal mappings. 

A distributed static cache bank directory also fails to meet our goals of minimizing memory

access time and VM isolation. In fact, VM isolation especially suffers with this method because a

large working set of one VM may evict many cache lines of other VMs. We now present an over-

view of virtual hierarchies to optimize for server consolidation and space sharing.

6.3  Virtual Hierarchies

The abundant resources of future many-core CMPs offer great flexibility in cache hierarchy

design. Key mechanisms and policies determine where a cache block is placed, how many copies

of the block co-exist, and how the block is found for satisfying a read request or invalidation for a

write request. Today’s CMPs use a physical hierarchy of cache levels that statically determine

many of these policies. For example, the eight cores in the Sun “Niagara” processor [76] share an

L2 cache. On the other hand, cores in the AMD “Barcelona” processor [141] have private L1 and

L2 caches but share an L3 cache. Like many design choices, the optimal arrangement of cache

levels and degree of sharing depends on the workload, and hard-wired hierarchies cannot easily

adapt. Moreover, we showed in the previous section how existing flat-based directory designs fail
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to accomplish our goals for server consolidation: performance, performance isolation, support for

seamless dynamic repartitioning, and facilitating content-based page sharing. 

A virtual hierarchy (VH) adapts the cache hierarchy to fit the workload or mix of workloads.

The first level of the hierarchy locates data blocks close to the cores needing them for faster

access, establishes a shared-cache domain, establishes a point of coherence for faster communica-

tion, and provides isolation of resources. When a miss leaves a tile, it first attempts to locate the

block (or sharers) within the first level of the hierarchy. In the common case, this can greatly

reduce access latency when the resources in the first level are assigned close to one another. If the

miss cannot be serviced in the first level of the hierarchy, the second level is invoked which main-

tains globally shared memory. 

In applying a virtual hierarchy to consolidated server workloads like shown in Figure 6-2,

each VM operates in its own first level of the hierarchy. A second level then ties together all of the

first-level VM domains. Figure 6-6 illustrates a logical view of such a virtual hierarchy (VH). L2
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FIGURE 6-6. Logical view of a virtual hierarchy. 
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cache capacity is interleaved and shared amongst all cores within the VM. Assuming a hypervisor

schedules threads to cores with space locality as shown, communication within the VM is fast and

localized. Moreover, the shared resources of cache capacity, MSHR registers, interconnect links,

and more are mostly isolated between VMs. 

With globally shared memory accomplished via the second-level of coherence, system soft-

ware can seamlessly reschedule resources or migrate virtual machines without expensive software

coherence or the flushing of caches. Content-based sharing between VMs can also reduce the

physical memory demand of workload consolidation [140]. 

The virtual hierarchy implementations we propose in this chapter are two-level coherence

protocols. The protocols will operate like a two-level protocol on a physical hierarchy, but with

two key differences. First, the virtual hierarchy is not tied to a physical hierarchy that may or may

not match VM assignment. Second, the VH can change dynamically when VM assignment

changes. 

The following sub-sections describe our virtual hierarchy protocols. We first start with a level-

one protocol for intra-VM coherence. We then propose alternative global coherence protocols for

completing the virtual hierarchy.

6.3.1  Level-One Intra-VM Directory Protocol

We first develop an intra-VM directory protocol to minimize average memory access time and

interference between VMs. When a memory reference misses in a tile, it is directed to a home tile

which either contains a directory entry (in an L2 tag or separate structure) pertaining to the block

or has no information. The latter case implies the block is not present in this VM. When a block is
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not present or the directory entry contains insufficient coherence permissions (e.g., only a shared

copy when the new request seeks to modify the block), the request is issued to the directory at the

second level. The home tile can also directly service the miss if it holds the data with appropriate

coherence permission. 

A surprising challenge for an intra-VM protocol is finding the home tile (that is local to the

VM). For a system with a physical hierarchy, the home tile is usually determined by a simple

interleaving of fixed power-of-two tiles in the local part of the hierarchy. For an intra-VM proto-

col, the home tile is a function of two properties: which tiles belong to a VM, and how many tiles

belong to a VM. Moreover, dynamic VM reassignment can change both. It is also not desirable to

require all VM sizes to be a power-of-two.

To this end, we support dynamic home tiles in VMs of arbitrary sizes using a simple table

lookup that must be performed before a miss leaves a tile (but may be overlapped with L2 cache

access). As illustrated in Figure 6-7, each of the 64 tiles includes a VM Config Table with 64 six-

bit entries indexed by the six least-significant bits of the block number. The figure further shows

table values set to distribute requests approximately evenly among the three home tiles in this VM

(p12, p13, and p14). Tables would be set by a hypervisor (or OS) at VM (or process) reassign-

ment. 

Our VM Config Table approach offers a flexible way to create a level of coherence and cach-

ing consisting of any set of tiles. In contrast, the IBM Power4 [132] used a hard-wired address

interleaving for its three L2 cache banks and the Cray T3E [116] translated node identifiers by

adding a base offset to a virtual element identifier to form the physical identifier. Alternatives to

our proposed VM Config Table exist. One alternative extends the page table and TLB structures
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with a field that names the first-level directory tile for each page. This would allow greater flexi-

bility in managing locality and dynamic partitioning at a cost of changing these ISA-specific

structures. 

The complement of a tile naming the dynamic home is allowing an intra-VM (level-one)

directory entry to name the tiles in its current VM (e.g., which tiles could share a block). In gen-

eral, the current VM could be as large as all 64 tiles, but may contain any subset of the tiles. We

use the simple solution of having each intra-VM directory entry include a 64-bit vector for nam-

ing any of the tiles as sharers. This solution can be wasteful if VMs are small, since only bits for

tiles in the current VM will ever be set. Of course, more compact representations are possible at a

cost of additional bandwidth or complexity.

The details of protocol operation, including the stable and transient states, are identical to

DirectoryCMP’s first level of coherence discussed in Chapter 5. Figure 6-8 illustrates how the
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FIGURE 6-7. Example of VM Config Table. Tiles in a virtual machine use a config-
uration table to select dynamic homes within the VM
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first-level intra-VM coherence enables localized sharing within the VM to meet our goals of min-

imizing average memory access time and mitigating the performance impact of one VM on

another. Specifically, (1) a processor issues a request to the dynamic home tile that is local to the

VM; (2) a directory tag is found and the request redirects to the owning tile; (3) the owner

responds to the requestor. We omit the completion message for brevity. 

We now augment the first level of coherence with two alternative methods for second-level

coherence. 

6.3.2  VIRTUAL-HIERARCHY-DIR-DIR

VIRTUAL-HIERARCHY-DIR-DIR1 (VHDir-Dir) implements global second-level coherence with a

directory in DRAM and an optional directory cache at the memory controller(s). Therefore

VHDir-Dir implements a two-level directory protocol, much like DirectoryCMP (Chapter 5, Sec-

tion 5.2). 

1. Previously published versions [97, 98] referred to VIRTUAL-HIERARCHY-DIR-DIR as VIRTUAL-HIERARCHY-A (VHA). 
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A level-two directory entry in VHDir-Dir must name subsets of level-one directories. This is

straightforward with a fixed physical hierarchy, like DirectoryCMP, where the names and num-

bers of level-one directories are hard-wired into the hardware. An entry for 16 hard-wired level-

one directories, for example, can name all subsets in 16 bits. In creating a virtual hierarchy, the

home tile for a block may change with VM reassignment and the number of processors assigned

to the VM may not be a power-of-two. Thus any tile can act as the level-one directory for any

block. To name all the possible subdirectories at the level-two directory, we adapt a solution from

the previous subsection that allows an intra-VM directory entry to name the tiles in its current

VM. Specifically, each level-two (inter-VM) directory contains a full 64-bit vector that can name

any tile as the home for an intra-VM directory entry.

Most sharing misses are satisfied within a VM via intra-VM coherence. When a tile’s miss

cannot be serviced within the first level, it issues a second-level request message to the directory

at the appropriate interleaved memory controller. Directory state is accessed from DRAM (or an

on-chip directory cache) to determine if the request can be serviced by memory or requires addi-

tional forward and invalidate messages to other first-level directories (include stale dynamic

home tiles). The rest of the protocol operation works like DirectoryCMP, including directories

that block at both levels. 

Figure 6-9 shows how the second level of coherence allows for inter-VM sharing due to VM

migration, reconfiguration, or page sharing between VMs. Specifically, (1) the request issues to

the home tile serving as the level-one directory and finds insufficient permission within the VM;

(2) a second-level request issues to the global level-two directory; (3) coherence messages for-

ward to other level-one directories which then, in turn, (4) handle intra-VM actions and (5) send
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an Ack or data on behalf of the entire level-one directory; (6) finally the level-one directory fin-

ishes the request on behalf of the requestor (completion messages not shown). 

VHDir-Dir resolves races identically to DirectoryCMP as described in Section 5.2.4 of Chapter

5. However because both protocol levels in VHDir-Dir operate on the same interconnection net-

work, VHDir-Dir requires additional virtual networks to prevent deadlock due to insufficient end-

point or interconnect resources. Specifically, separate virtual networks are required for first-level

requests, second-level requests, first-level forwards, second-level forwards, and response mes-

sages. 

Hypervisor or system software can change the VM Config Tables at any time without any

other explicit actions. When VM Config Tables change, the dynamic home tile assignment for a

given block may cause a first-level request to reach a first-level sharer instead of a first-level

directory. Although it is tempting to satisfy the request directly, correct protocol operation

requires a second-level request to issue to the global directory to ensure the second-level directory

tracks the new dynamic home tile as a first-level directory. 
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6.3.3  VIRTUAL-HIERARCHY-DIR-BCAST

VIRTUAL-HIERARCHY-DIR-BCAST2 (VHDir-Bcast) implements global second level coherence

with a directory at DRAM with very small entries: a single bit tracks whether a block has any

cached copies. With these small entries, VHDir-Bcast will have to fall back on broadcast, but broad-

casts only occur after dynamic reconfiguration and on misses for inter-VM sharing.

Most sharing misses are satisfied within a VM via intra-VM coherence. Those not satisfied

within a VM are directed to the memory (directory) controller. If the block is idle, it is returned to

the requestor and the bit set to non-idle. If the block is non-idle, the pending request is remem-

bered at the directory and the request is broadcast to all tiles (much like Archibald et al.’s two-bit

directory approach [14]). Once the request succeeds, the requestor sends a completion message to

the memory controller. 

2. Previously published versions [97, 98] refer to VIRTUAL-HIERARCHY-DIR-BCAST as VIRTUAL-HIERARCHY-B (VHB). 
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VHDir-Bcast augments cached copies of blocks with a token count to achieve two key advan-

tages. First, tiles without copies of a block do not need to acknowledge requests (one cache

responds in the common case [51]). Second, the single per-block bit in memory can be thought of

as representing either all or none tokens, similar to the token-count bit used by RING-ORDER (Sec-

tion 4.3.1). In the common case of receiving a clean request to unshared data, this token-count bit

allows memory to respond directly to the requestor with data and all tokens. 

To resolve races, VHDir-Bcast borrows the strategies used by VHDir-Dir and DirectoryCMP.

Like VHDir-Bcast and DirectoryCMP, requests at both protocol levels cause the directory to block

until receipt of completion messages. Thus an inter-VM request that reaches a blocked inter-VM

directory buffers and waits until unblocked. If the block at memory is non-idle, the inter-VM

directory broadcasts the request to all tiles. Request messages include a bit to distinguish between

first-level and second-level requests. Unlike VHDir-Dir, second-level requests will reach both

level-one directories and level-one sharers. Tiles that are not first-level directories ignore second-

level request messages. Tiles that are first-level directories (determined by the block address and

the status of the VM Config Table) block, and forward requests to first-level sharers much like

VHDir-Dir and DirectoryCMP. Unlike token coherence, VHDir-Bcast does not require persistent

requests to maintain liveness in the system. Movement of tokens at the first level can only occur

when a dynamic home tile is blocked. When a globally broadcasted request finds a blocked first-

level directory, VHDir-Dir’s strategy of handling these second-level requests with safe states

applies to VHDir-Bcast. 

A token coalescing approach must be implemented when handling replacement and writeback

operations to enable the token-count bit at memory to logically represent the holding of either all
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or none of the tokens. First-level sharers in VHDir-Bcast use three-phase writebacks just like Direc-

toryCMP and VHDir-Dir to replace tokens to the first-level directory. If the first-level directory

wishes to replace a tag holding current directory state, it must first invalidate (and collect the

tokens) from the sharers it tracks. VHDir-Bcast does not use three-phase writebacks when replacing

to memory. Instead, the dynamic home tile can immediately send tokens to the memory controller

(along with the data if dirty). The common case replaces all tokens to memory with no racing

request to either first- or second-level directories. In this case, the memory controller completes

the replacement by setting the token-count bit and writing dirty data to DRAM. If, however, the

memory controller is blocked on a second-level request, the data and tokens from the writeback

message are bounced to the outstanding requestor. If the memory controller is not blocked on a

request and the writeback message does not contain all the tokens, then the tokens are placed into

a Token Holding Buffer located at each memory controller.

The Token Holding Buffer (THB) temporarily caches the tokens while initiating a FIND

request to locate a first-level directory that can accept and coalesce the tokens. The FIND request

is broadcast to all tiles, and those tiles that have a first-level directory tag allocated respond to the

THB (and do not enter a pending state unlike RING-ORDER’s coalescement process described in

Chapter 4). While a THB entry is allocated, it keeps track of first-level directories that have

responded via a bit-vector. The THB sends the tokens to one of the tiles that responded. If the

tokens are sent to a tile that races and concurrently replaces its own tokens to the memory control-

ler (because a pending state is not used), the received tokens are bounced back to the THB when

the recipient unexpectedly receives them. When the THB receives bounced tokens, if it still does

not hold all tokens for the block, it sends them to another tile that responded to the prior FIND

message sent. This process continues until the THB receives an acknowledgement message from
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a first-level directory indicating that it has accepted the tokens, or the THB has collected all

tokens. 

The token coalescent process requires an additional virtual network to prevent deadlock. The

additional network is used for tokens that are bounced back to the memory controller if a tile can-

not accept them (due to a race). FIND messages can use the existing second-level request net-

work. FIND and token responses can use the existing response network. 

6.3.4  Virtual Hierarchy Target Assumptions

Our target system assumes a tiled architecture in a 2D mesh interconnect where each tile con-

sists of private write-back L1 caches and an L2 bank. While our virtual hierarchy ideas and imple-

mentations can apply to other target systems, we now discuss some implications of write-through

L1 caches and our assumed 2D mesh interconnect.

Write-through L1 caches are used in the majority today’s mainstream processors. Our VH pro-

tocols can operate in a system where L1 caches write through to the local L2 bank. However if the

dynamic home tile stores directory state in L2 tags (like we assume), then this implies that a cache

block allocates tags in two locations: the local L2 bank of the core writing the block and the L2

bank of the dynamic home tile to store directory state. Allocating a tag in two L2 banks reduces

overall cache capacity. An alternative organization that might better fit write-through L1 caches is

a tile with private L1 caches, a slightly larger private L2 cache, and an L3 bank. In this system, the

VH protocols work the same way except that the dynamic home tile stores directory state in an L3

cache tag and cores always write through to their private L2 cache.
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The assumed 2D mesh interconnect matches well with a virtual hierarchy in our tiled architec-

ture because communication within a VM can be somewhat isolated. Of course adjacent VMs

may share some links (unless a routing strategy avoids this) and traffic from memory will pass

through tiles of other VMs (but memory traffic can travel on virtual channels with other priority

mechanisms). Future multicore chips may use interconnection networks other than a 2D mesh,

and they may not realize the same locality or isolation benefits in a virtual hierarchy. 

6.3.5  Virtual Hierarchy Data Placement Optimization

This section describes an optional optimization to the virtual hierarchy protocols that can

improve performance. 

As described in the previous sections, both VHDir-Dir and VHDir-Bcast allocate a cache tag at

the dynamic home tile to hold data for satisfying future shared read accesses and directory state in

the tag to identify sharers for invalidation on a write request. To maximize the overall cache

capacity for each workload, the dynamic home tile holds the only L2 copy of the block. That is,

the writeback L1 caches replace a block to the dynamic home tile. Additional policies can option-

ally replicate data in the local L2 slice to improve performance by servicing more misses out of

the local L2 bank rather than the home tile [145, 22, 29]. 

One optimization we consider is the placement of data based on the sharing status of a block.

For data that is private and unshared, ideally the data is cached in the local L2 slice of the proces-

sor without also consuming an L2 cache tag at the dynamic home tile. Upon an L1 miss (or

access), the local L2 slice can then be checked before issuing a request to the dynamic home tile.

In doing so, we improve the L2 hit latency for private data without wasting an additional L2 tag. 
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Implementing this private data optimization requires two key mechanisms. First, there must

be a way in hardware to distinguish private data from shared data. Second, the system must allow

private data to transition to shared upon the first sharing miss. Given the second mechanism, we

can initially treat all misses served by memory as private data. We track this status by adding a

private bit to each cache tag. Upon completing a miss from memory for data initially considered

private, the controller unblocks the dynamic home tile with a special status bit to indicate that it

should not allocate a cache tag for directory state. We then require the global coherence mecha-

nism to locate the private data on the first sharing miss, clear the private bit, and allocate a tag at

the dynamic home tile to service future sharing misses at the first level. 

To locate private data with global second-level coherence in VHDir-Dir, the global directory

must point to the tile caching the private data instead of the dynamic home tile. Thus when

unblocking the directories after receiving the private data from memory, the first-level directory

unblocks the second-level directory, but does so with the ID of the unblocker replaced with the ID

of the private requestor. The second-level directory then updates the sharers list appropriately. 

To locate private data with global coherence in VHDir-Bcast, we exploit the global broadcast.

When a tile snoops a global request and matches a valid cache tag with the private bit set (and all

tokens), it responds directly to the request. The shared requestor then unblocks the dynamic home

tile which allocates a cache tag. Fortunately since subsequent shared requests for private data

must use the second-level coherence ordered at the memory controllers, race handling is not com-

plicated. The evaluation in Section 6.4 evaluates the private data optimization described in this

section for VHDir-Bcast. 
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6.3.6  Virtual-Hierarchy-Dir-NULL

Designers might consider using VH’s first-level of coherence without a backing second-level

coherence protocol. This option—VHDir-NULL—could still accomplish many of our goals for

server consolidation with sufficient hypervisor support. Nonetheless, we see many reasons why

VH’s two coherence levels may be preferred.

VHDir-NULL impacts dynamic VM reassignment as each reconfiguration or rescheduling of

VM resources requires the hypervisor to take complex, time-consuming steps. First, the hypervi-

sor must stop all threads running in the effected VMs. Then it must flush the caches of all tiles

assigned to the effected VMs. Then it updates all VM Config Tables of the effected tiles before it

can finally start scheduling threads. True VH protocols, on the other hand, avoid all of these steps

because the second level of coherence will dynamically migrate blocks to their new home on

demand. Moreover, VM Config Tables in true VH protocols can lazily update during the reconfig-

uration phase because second-level coherence can handle stale dynamic home tile assignments. In

other words, the VM Config Tables in true VH protocols serve only as performance hints whereas

VHDir-NULL must treat them as architected state. 

VHDir-NULL impacts the ability to support content-based page sharing between VMs. While

content-based page sharing is typically used for read-only data, and read-only data does not

require cache coherence, the mechanisms for implementing the detection of shared pages is com-

plicated without global cache coherence. In the VMWare ESX implementation, a global hash

table stores hashes of pages to detect identical pages. The hypervisor scans pages in the back-

ground and updates the global hash table. If the table indicates a matching hash value with a dif-

ferent page, a full byte-by-byte comparison ensures a true match. Consider this operation in
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VHDir-NULL: first, the hypervisor must scan pages that are potentially modified in cache (even

read-only pages must be written at some point). To scan a page in VM #1, the hypervisor must run

in a thread with the VM Config Table set to access VM #1’s interleaved caches. However the

hypervisor must also update the global hash table which may have been last modified by a hyper-

visor running on a thread in any processor. Even if VHDir-NULL can implement read-only content-

based page sharing, a VM obtains the data from off-chip DRAM. VHDir-Dir and VHDir-Bcast

improve the latency and reduces off-chip bandwidth demands of these misses by often finding the

data on-chip. 

Third, VHDir-NULL precludes optimized workload consolidation at the OS/process level

unless the OS is rewritten to operate without global, transparent cache coherence. VHDir-Dir and

VHDir-Bcast provide the cache coherence to support virtual hierarchies for individual OS pro-

cesses. 

Finally, a second level of coherence allows subtle optimizations at the first-level that are not

easily done with VHDir-NULL, such as the optimization of not allocating first-level directory

entries for unshared data (discussed in Section 6.3.5).

6.4  Evaluation Methodology

This section evaluates the virtual hierarchy protocols, VHDir-Dir and VHDir-Bcast, with full-

system simulation. 
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6.4.1  Target System

We simulate a 64-core CMP similar to Figure 6-1 with parameters given in Table 6-1. Each

core consists of a 2-issue in-order SPARC processor with 64 KB L1 I&D caches. Each tile also

includes a 1 MB L2 bank used for both private and shared data depending on the policy imple-

mented by the protocol. 

The 2D 8x8 grid interconnect consists of 16-byte links. We model the total latency per link as

5 cycles, which includes both the wire and routing delay. A 5-cycle delay was chosen because

proposed state-of-the-art router architectures have pipelines that range from three to six stages

[78] and we assume the routers and switches run at full frequency. The GEMS interconnect simu-

lator adaptively routes messages in a virtual cut-through packet switched interconnect with infi-

nite buffering. 

DRAM, with a modeled access latency of 275 cycles, attaches directly to the CMP via eight

memory controllers along the edges of the CMP. The physical memory size depends on the con-

figuration simulated, ranging from 16 to 64 GB. We set the memory bandwidth artificially high to

isolate interference between VMs (actual systems can use memory controllers with fair queueing

[105]).

TABLE 6-1. Virtual Hierarchy Simulation Parameters
Processors 64 in-order 2-issue SPARC
L1 Caches Split I&D, 64 KB 4-way set associative, 64-byte line
L2 Caches 1 MB per core, 10-cycle data array access, 64-byte line
Memory 16-64 GB, 8 memory controllers, 275-cycle DRAM access + on-chip delay
Interconnect 8x8 2D Grid. 16-byte links. 5-cycle total delay per link
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6.4.2  Approximating Virtualization

Beyond setting up and simulating the commercial workloads described in Chapter 3, a full-

system of virtual machines and consolidated workloads presents additional difficulties. First, our

scheme relies on some hypervisor functionality to set the VM Config Tables on scheduling and

assignment. The development of a full-fledged hypervisor would entail significant development

effort especially since, as of 2007, the only existing SPARC-based hypervisor is written in assem-

bly language [127]. Second, creating workload checkpoints under a hypervisor environment is

further complicated. In simulating multiple different configurations of server consolidation, the

time required to create initial checkpoints of warmed configurations would be significant and

impact the number of configurations we could feasibly simulate. 

Our methodology instead evaluates consolidated workloads without simulating the execution

of a hypervisor and without going through the entire process of bringing up each different config-

uration of workload consolidation. Instead, our strategy approximates a virtualized environment

by concurrently simulating multiple functionally-independent machine instances. In this way, we

leverage existing Simics checkpoints to simulate workload consolidation in many different con-

figurations. To do so, we use a script that inputs multiple Simics checkpoint files and outputs a

single checkpoint file that can be loaded by Simics. The script duplicates and renames every spec-

ified device in the system—PCI interfaces, disk drives, memory modules, processors, and more.

Thus the output checkpoint file contains a set of hardware instances for each individual multipro-

cessor workload simulated, including memory. 

Once simulating multiple functionally-independent machine instances, we then realistically

map and interleave the processors and memory accesses onto our CMP memory system timing
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model (Ruby). Each workload instance has its own physical address space that completely over-

laps with other workload instances. Therefore, upon receiving a memory request from Simics, the

first task Ruby performs is constructing a new physical address by concatenating the processor

number to the most significant bits of the address. For example, if simulating sixteen workload

instances, the original 32-bit address becomes a 36-bit physical address within Ruby. Memory

controllers interleave on the low-order bits of the block address such that all workloads share an

equal portion of memory at each controller. Although we target a system that supports inter-VM

content-based page sharing, we do not currently simulate this feature. 

6.4.3  Scheduling

Although virtual hierarchies optimize for space-sharing, they can still support rich scheduling

and reassignment policies. However we only simulate a statically scheduled assignment of

resources to workloads with no changes throughout our simulation runs. Furthermore, each work-

load maps onto adjacent tiles to maximize the space-sharing opportunities of our protocols. 

6.4.4  Workloads

The workloads we consolidate are those described in Chapter 3: OLTP, Apache, Zeus, and

SpecJBB. We first consider configurations that consolidate multiple instances of the same type of

workload into virtual machines of the same size. These homogenous configurations allow us to

report overall runtime after completing some number of transactions because all units of work are

equivalent (i.e., all VMs complete the same type of transaction). Doing so also greatly reduces the

simulation resources required because Virtutech Simics is able to use the same checkpoint images
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and thereby reduce resident memory usage. To avoid lockstep simulation across all VMs, we stag-

ger the state of each VM by one million cycles before collecting simulation results.

We then simulate server consolidation configurations of different workloads and of different

virtual machine sizes. For these mixed configurations, we run the simulator for 100,000,000

cycles and then count the number of transactions completed for each virtual machine. The cycles-

per-transaction (CPT) for each VM is reported.

Table 6-2 shows the different configurations of server consolidation we simulate. 

6.4.5  Protocols

We now discuss the implementation details of the simulated protocols. All implementations

use write-back, write-allocate L1 caching with the local L2 bank non-inclusive. 

TABLE 6-2. Server Consolidation Configurations

Configuration Description

OLTP 16x4p Sixteen 4-processor OLTP VMs
Apache 16x4p Sixteen 4-processor Apache VMs
Zeus16x4p Sixteen 4-processor Zeus VMs
JBB 16x4p Sixteen 4-processor SpecJBB VMs
OLTP 8x8p Eight 8-processor OLTP VMs
Apache 8x8p Eight 8-processor Apache VMs
Zeus 8x8p Eight 8-processor Zeus VMs
JBB 8x8p Eight 8-processor SpecJBB VMs
OLTP 4x16p Four 16-processor OLTP VMs
Apache 4x16p Four 16-processor Apache VMs
Zeus 4x16p Four 16-processor Zeus VMs
JBB 4x16p Four 16-processor SpecJBB VMs

mixed1
Two 8-processor Apache VMs, two 16-processor OLTP VMs, 

one 8-processor JBB VM, and two 4-processor JBB VMs
mixed2 Four 8-processor OLTP VMs, four 8-processor Apache VMs
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DRAM-DIR implements the protocol described in Section 6.2.1 (DRAM Directory). To reduce

the number of copies of a shared block (the level of replication), DRAM-DIR implements a policy

that uses a simple heuristic based on the coherence state of the block. In our MOESI implementa-

tion, an L1 victim in state M, O, or E will always allocate in the local L2 bank. However a block

in the S-state will not allocate in the local bank because it is likely that another tile holds the cor-

responding O-block. If the O-block replaces to the directory, then the subsequent requestor will

become the new owner. The E-state in this protocol sends a non-data control message to the direc-

tory upon replacement to eliminate a potential race. Both protocols implement a one megabyte

directory cache at each memory controller totaling a generous 8 MB of on-chip capacity. 

TAG-DIR implements the protocol described in Section 6.2.2 (Duplicate Tag Directory) with

full MOESI states. A centralized tag store, consisting of copied tags from every tile’s caches,

checks all tags on any request. We charge a total of three cycles to access the 1024-way CAM (for

copied L2 tags) and to generate forward or invalidate messages. Like DRAM-DIR, we control the

level of replication with the same heuristic based on the coherence state. To ensure that the dupli-

cate tags are kept up-to-date, tiles send explicit control messages to the tag store when replacing

clean data. 

STATIC-BANK-DIR implements the protocol described in Section 6.2.3 (Static Cache Bank

Directory) with MESI states (the home tile is the implicit Owner). Home tiles interleave by the

lowest six bits of the page frame address, and we ensure page frames across workloads map to dif-

ferent tiles by swizzling bits from the artificially constructed memory address. Each L2 tag con-

tains a 64-bit vector to name tiles sharing the block. The L2 controllers handle both indirections

and fetches from memory. L1 caches always replace to the home tile and clean copies silently
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replace. We also explore the impact of interleaving home tiles by block address rather than page

frame address. 

VHDir-Dir implements the two-level directory protocol as described in Section 6.3.2 with

MOESI states at both levels. To help manage complexity, the L2 controller treats incoming L1

requests the same regardless of whether the request is from the local L1 or another L1 within the

VM domain. Therefore L1 victims always get replaced to the dynamic home tile. Since our simu-

lations use static scheduling without page sharing and with no rescheduling of resources, second-

level coherence is not invoked. However VHDir-Dir is based on the implementation of Directory-

CMP of Chapter 5 which frequently exercised both levels of coherence.

VHDir-Bcast-Opt implements the protocol as described in Section  6.3.3 with additional optimi-

zations. The most important is the optimization for private data described in Section 6.3.5. We

also allow the dynamic home tile to victimize an L2 block without invalidating any L1 sharers

since VHDir-Bcast-Opt uses a broadcast at the second level. The last optimization we implement is

that memory responses go directly to the requesting tile instead of passing through the first-level

directory. This modestly reduces memory latency by eliminating additional on-chip wire delay.

We do not evaluate VHDir-Bcast (no optimizations) because performance would be identical to

VHDir-Dir given our static workload scheduling that only exercises the first level of coherence.

Note that VHDir-Dir could have also implemented the same optimizations given additional engi-

neering. 

An important consideration for CMP memory systems is the number of replicas of a cache

block allowed to coexist [145, 33, 29, 22]. We consider the replication policy an independent

issue that can be layered on top of our proposed mechanisms. Our baseline protocols attempt to
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limit replication in order to maximize on-chip cache capacity. Nonetheless, we also simulate pro-

tocols DRAM-DIR-REP, STATIC-BANK-DIR-REP, TAG-DIR-REP, and VHDir-Bcast-Opt-REP

which maximize replication by always allocating L1 replacements into the local L2 bank of the

tile. 

6.5  Evaluation Results

Uncontended Sharing Latencies. Before we consider the results of consolidated server work-

loads, we first verify expected protocol behavior with a microbenchmark. The microbenchmark

repeatedly chooses random processor pairs in a VM to modify (and therefore exchange) a random

set of blocks. Figure 6-11 shows the average sharing miss latencies as the number of processors in

the VM increases from 2 to 64. Generally the flat directory protocols are not affected by VM size

(as expected), while the VHDir-Dir and VHDir-Bcast-Opt protocols dramatically reduce sharing
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latency for VM sizes much less than 64 (as expected by design). As the number of processors per

VM grows, the virtual hierarchy flattens to eventually match the sharing performance of flat pro-

tocols. Lines are not smooth due to implementation effects (e.g., directory locations) and interac-

tions among random blocks. Moreover, VHDir-Dir slightly outperforms VHDir-Bcast-Opt for this

microbenchmark because of an implementation difference where L1 misses in VHDir-Bcast-Opt

must first check the local L2 bank before issuing a request to the dynamic home tile. Improved

implementations could eliminate this difference by overlapping the local L2 bank tag check with

other operations. 

6.5.1  Homogenous Consolidation

Figure 6-12 shows the normalized runtime when consolidating eight workloads of the same

type with eight tiles per workload. The raw numbers are available in Table C-1 of Appendix C.
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DRAM-DIR performs the worst for all workloads except JBB. This is because of the long indirec-

tion latency when incurring a miss in the directory caches. DRAM-DIR achieves a directory cache

hit rate of 43%, 49%, 62%, and 65% for Apache, OLTP, Zeus, and JBB respectively. STATIC-

BANK-DIR is generally the next best-performing baseline protocol. TAG-DIR, with its arguably

unimplementable 1024-way CAM, outperforms STATIC-BANK-DIR by an additional 12-17% for

OLTP, Zeus, and SpecJBB.

The virtual hierarchy protocols, VHDir-Dir and VHDir-Bcast-Opt, perform the best and achieve

up to 46% faster performance than the best-performing alternative (TAG-DIR) for the 8x8p

homogenous runs. In particular, VHDir-Dir performs 7-45% faster than TAG-DIR for Apache,

OLTP, and Zeus. TAG-DIR manages to outperform VHDir-Dir by 4% for SpecJBB. This is because

TAG-DIR frequently accesses data from tiles’ local L2 banks whereas VHDir-Dir interleaves L2

capacity across dynamic home tiles. Compared to VHDir-Dir, VHDir-Bcast-Opt gains an additional 6-

8% for OLTP, Zeus, and SpecJBB. The modest improvements of VHDir-Bcast-Opt over VHDir-Dir

come from the optimizations that VHDir-Bcast-Opt implements. Compared to the more realistic

STATIC-BANK-DIR baseline, VHDir-Bcast-Opt performs 34%, 42%, 28%, and 22% faster for

Apache, OLTP, Zeus, and SpecJBB respectively.

To gain further insights into the performance differences, Figure 6-13 shows the breakdown of

memory system stall cycles and Table C-1 in Appendix C shows the raw counts. The bars in the

figure show the normalized amount of cycles spent servicing off-chip misses to DRAM, hits in

the local L2 bank, and hits in caches of remote tiles. The figure indicates that off-chip DRAM

misses contribute to the majority of time spent in the memory system. Consequently, using a

larger backing L3 cache for future many-core CMPs, as suggested by Intel [64], may be especially
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beneficial for supporting consolidated workloads. Nonetheless, we also see a significant number

of cycles spent on misses serviced by on-chip caches. 

Figure 6-13 illustrates how VHDir-Dir and VHDir-Bcast-Opt reduce runtime by greatly decreas-

ing the number of cycles spent servicing misses to on-chip cache banks. For OLTP 8x8p, VHA

spent 61% less on-chip memory cycles than DRAM-DIR, 44% less than STATIC-BANK-DIR, and

24% less than TAG-DIR. While TAG-DIR shows many more hits to the local L2 bank (because of

its nominally private caches), much of the reduction in on-chip cycles comes from VHDir-Dir’s

reduced sharing latency within virtual machines, averaging 43 cycles instead of the 97 and 233

cycles for TAG-DIR and DRAM-DIR respectively. DRAM-DIR devotes the most cycles to these

remote misses because of misses to the on-chip directory caches (resulting in DRAM access

latency for sharing indirection). 

Figure 6-13 also shows some difference in the cycles spent on servicing misses from memory.

Table C-1 in Appendix C provides a better view of these cycles by giving both the counts and the
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average latencies of memory misses. DRAM-DIR has the lowest observed memory response

latency, averaging about 349 cycles, because any miss in the tile immediately accesses the appro-

priate memory controller. On the other hand, STATIC-BANK-DIR and TAG-DIR must both access

on-chip directory state before issuing the request to memory and therefore see higher memory

response latencies of 402 and 375 cycles, respectively. VHDir-Bcast-Opt shows an average memory

miss latency of about 355 cycles which is lower than VHDir-Dir because of implementation differ-

ences (primarily the fact that memory data returns directly to the requesting tile rather than first to

the dynamic home tile for VHDir-Dir). All protocols see similar memory miss counts for Zeus and

SpecJBB. But there remain significant protocol differences in memory miss counts for OLTP and

Apache. In particular, STATIC-BANK-DIR shows the lowest number of misses to main memory for

OLTP followed by VHDir-Dir. In both of these protocols, cache capacity is truly maximized by

interleaving L2 banks across all tiles (within a VM for VHDir-Dir). On the other hand, DRAM-DIR,

TAG-DIR, and even VHDir-Bcast-Opt (with its private data optimization) only interleave shared data

across multiple tiles. This data suggests that future work on policy optimizations can further

improve performance for some workloads.

Figure 6-14 shows the normalized bandwidth usage on the on-chip interconnect. STATIC-

BANK-DIR uses significantly more bandwidth than the other protocols. This is because of the non-

optimal static placement of all L2 data. On the other hand, DRAM-DIR and TAG-DIR use the least

amount of on-chip bandwidth because the tile’s local L2 bank is used for many data accesses.

VHDir-Dir uses up to 2.16 times more bandwidth than DRAM-DIR. This is because a home tile is

used, like STATIC-BANK-DIR, to store the only L2 copy of the block. But bandwidth in VHDir-Dir

is less than STATIC-BANK-DIR, which sees bandwidth usage up to 3.32 times greater than DRAM-

DIR, because the home tile is local to each workload. VHDir-Bcast-Opt offers more comparable
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bandwidth usage to the baseline DRAM-DIR and TAG-DIR protocols because of its optimization for

non-shared data. These results show that the protocols offer various tradeoffs in on-chip intercon-

nect utilization. Nonetheless, the highest observed utilization for any of the 16-byte links in any

protocol was only 15% (STATIC-BANK-DIR running OLTP). 

Level of Consolidation. Figures 6-15 and 6-16 show the sensitivity of runtime to the amount of

workload consolidation. In Figure 6-15, sixteen workloads with four tiles each are consolidated.

Here, VHDir-Bcast-Opt offers 5-23% better performance than TAG-DIR and 21-55% better than

STATIC-BANK-DIR. In Figure 6-16, four workloads with sixteen tiles each are consolidated onto

the 64-tile CMP. VHDir-Bcast-Opt offers 11-33% better performance than TAG-DIR for all work-

loads except SpecJBB. Also notable is that in the 16-processor workloads, VHDir-Bcast-Opt per-

forms 9-11% better than VHDir-Dir for JBB and OLTP due to the optimization for private data. 
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Compared to TAG-DIR, the VH protocols show the most performance improvement when sim-

ulating our baseline of eight consolidated workloads of eight tiles each. These 8x8p configura-

tions exhibit enough sharing misses to make the reduced sharing latency of VH pay off. While

smaller four-core workloads allow VH protocols to offer the fastest sharing latency (as shown in

Figure 6-11), there are less sharing misses, in part, because less overall cache capacity is available

to hold the large instruction footprint of these commercial workloads. 
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Effect of Interleaving. We also ran simulations where STATIC-BANK-DIR chooses home tiles by

interleaving on block address instead of the page frame address (with no overlap). Table 6-3

shows the interleaving effect for homogenous configurations. Interleaving on block address sub-

stantially hurt performance, especially for the massively consolidated configurations, because of

increased set conflict. For example, with no overlap between the block and page frame address,

hot OS blocks map to the same set in the same tile. With 16-way associative L2 caches, the 16x4p

performance was penalized up to 41%. This slowdown is likely exaggerated by the nature of our

homogeneous simulations as consolidating only four workloads in the 16-way associative caches

showed little slowdown. Nonetheless, these results show the potential for additional conflict when

cache banks are not isolated between consolidated workloads. 
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Effect of Replication Policy. Table 6-4 shows the effect of increasing replication by always

replacing L1 data into the core’s local L2 bank. As shown, this replication policy had a minor

effect on overall runtime for the 8x8p configurations (and is consistent with data for other config-

urations not shown). This suggests that compensating for non-local coherence through increased

replication is not effective for these workloads. 3

3. We do not implement the additional replication policy for VHDir-Dir because of the complexity entailed in modifying this two-

level directory protocol. 

TABLE 6-3. STATIC-BANK-DIR’s Slowdown with Block Address Interleaving
Apache 16x4p OLTP 16x4p Zeus 16x4p JBB 16x4p

41% 28% 24% 40%
Apache 8x8p OLTP 8x8p Zeus 8x8p JBB 8x8p

14% 6% 3% 10%
Apache 4x16p OLTP 4x16p Zeus 4x16p JBB 4x16p

8% 0% 1% 2%

TABLE 6-4. Relative Performance Improvement from Low vs. High Replication
Apache 8x8p OLTP 8x8p Zeus 8x8p JBB 8x8p

DRAM-DIR 19.7% 14.4% 9.29% 0.06%
STATIC-BANK-DIR -33.0% 3.31% -7.02% -11.2%
TAG-DIR 1.27% 3.91% 1.63% -0.22%

VHDir-Dir
2 n/a n/a n/a n/a

VHDir-Bcast-Opt -11.0% -5.22% -0.98% -0.12%
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6.5.2  Mixed Consolidation

Figures 6-17 and 6-18 show the cycles-per-transaction (CPT) of each virtual machine running

the mixed1 and mixed2 configurations. Comparisons are made within each virtual machine

because the units of work differ among workload type and VM size. 

VHDir-Bcast-Opt offered the best overall performance by showing the lowest CPT for the major-

ity of virtual machines. STATIC-BANK-DIR slightly outperformed VHDir-Bcast-Opt for the OLTP

virtual machines in the mixed1 configuration. This is because the working set of OLTP is very

large and the STATIC-BANK-DIR protocol allows one VM to utilize the cache resources of other

VMs. However where STATIC-BANK-DIR slightly improved the performance of the OLTP VMs in

mixed1, it made the JBB virtual machines perform more poorly because of the interference. On
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the other hand, VHDir-Bcast-Opt isolates the cache resources between virtual machines thereby

offering good overall performance.

6.6  Related Work

Our work creates a virtual hierarchy to optimize space-shared workload consolidation. Sched-

uling the resources of a multiprocessor, including the trade-off between time- and space-sharing,

has been previously studied in the context of massively parallel machines used for scientific com-

puting [42]. In particular, gang scheduling has been proposed where all threads of a parallel job

are scheduled for simultaneous execution on separate processors, and time-sharing is only used if

the threads of a job exceeds the number of processors [108]. Our work does not address the issue

of scheduling workloads in many-core CMPs. 

An alternative approach to exploiting locality in space-sharing workloads minimizes hard-

ware change by relying on the OS or hypervisor to manage the cache hierarchy through page allo-
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FIGURE 6-18. Cycles-per-transaction (CPT) for each VM in the mixed2 
configuration. 



176
cation. The Cellular Disco [26] hypervisor exploited the structure of the Origin2000 to increase

performance and performance isolation by using NUMA-aware memory allocation to virtual

machines. Cho et al. [34] explore even lower level OS page mapping and allocation strategies in a

system that interleaves cache banks by frame number, like STATIC-BANK-DIR. In contrast, our

proposal frees the OS and hypervisor from managing cache banks and offers greater opportunities

for VM scheduling and reassignment.

Many proposals partition or change the default allocation policy of monolithic shared L2

caches. Some schemes partition the cache based on the replacement policy [74, 125, 126], or par-

tition at the granularity of individual cache sets or ways [32, 111]. Other approaches by Lie et al.

[88] and Varadarajan et al. [135] partition a cache into regions, but neither schemes address coher-

ence between regions. Rafique et al. [110] also propose support to allow the OS to manage the

shared cache. Our VH scheme works at a higher level than managing a single shared cache. 

Our work assigns the resources of a tile, including cache banks and processor cores, to virtual

machines (or OS processes). Hsu et al. [58] studied optimality for cache sharing based on various

metrics. Other approaches explicitly manage Quality of Service (QoS) in shared caches. Iyer

examined QoS [67] with mechanisms for thread priorities such as set partitioning, per-thread

cache line counts, and heterogeneous regions. Nesbit et al. develop Virtual Private Caches to man-

age QoS of a single shared L2 cache by applying fair queuing techniques [106]. Applying addi-

tional policies to better balance resources within a virtual machine domain is a topic of future

work. 

There has been much previous work in organizing CMP caches to exploit distance locality

through replication or migration. D-NUCA was proposed to improve performance by dynami-
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cally migrating data closer to the cores based on frequency of access. While shown to be effective

in uniprocessor caches [73], the benefits in a CMP are less clear [23]. To our knowledge, there is

no complete, scalable solution for implementing D-NUCA cache coherence in a multiprocessor.

Huh et al. [60] also studied trade-offs in L2 sharing by using a configurable NUCA substrate with

unspecified mapping functions. All of their results relied on a centralized directory like our TAG-

DIR. CMP-NuRapid [33] exploited distance locality by decoupling the data and tag arrays thereby

allowing the flexible placement of data. However their CMP implementation requires a non-scal-

able atomic bus. Other recently proposed replication schemes include Victim Replication [145],

Cooperative Caching [29], and ASR [22]. In Section 6.5.1, we showed how replication is an

orthogonal issue to our work. 

Finally, previous commercial systems have offered support for multiprocessor virtualization

and partitioning [30, 57, 68]. Smith and Nair characterize these systems as either supporting phys-

ical or logical partitioning [120]. Physical partitioning enforces the assignment of resources to

partitions based on rigid physical boundaries. Logical partitioning relaxes the rigidity, even offer-

ing the time-sharing of processors. VH offers a new way to space-share the vast cache resources

of future many-core CMPs and applies to either physical or logical partitioning (e.g., time-sharing

can be supported by saving and restoring the VM Config Tables). 

6.7  Future Work

Virtual hierarchies was developed as a mechanism for optimizing memory systems for server

consolidation. But memory system hierarchies have always been fundamental to the design of

computing systems. The principal of locality states that most programs do not access all code or
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data uniformly. Virtual hierarchies could offer a powerful mechanism to adjust the on-chip cache

hierarchy to optimize for single workloads, and future work could explore this. 

We developed virtual hierarchies targeted towards a tiled architecture like shown in Figure 6-

1. Other organizations could also benefit from a virtual hierarchy. For example, instead of com-

bined tiles containing a core and cache banks, a dancehall organization could place all processing

cores on one side of the CMP and all cache banks on another side. A virtual hierarchy could then

flexibly adapt the number of cache banks assigned to a set of cores. 

Another avenue of future work extends the VH protocols for automatic operation without any

software configuration. While the responsibility of setting a VM Config Table is minimal and

wouldn’t increase OS complexity much, automatic operation could open up more opportunities to

create virtual hierarchies tailored to certain regions of memory. For example, a virtual hierarchy

could be on structured on a per-page basis. Pages shared by all VMs would have a different hier-

archy from VM-private pages. Creating the per-page hierarchies could be automatically accom-

plished by hardware with structures that track which cores share a particular page. Since the

second-level of coherence guarantees correctness, selecting incorrect dynamic home tiles based

on a misprediction is tolerable.

Our work on virtual hierarchies assumes cache and processor resources are equally assigned

to VMs. While this assumption may work well for a majority of consolidated workloads, a more

optimal approach would require a more flexible assignment. For example, one VM may have a

larger working set than another VM. Overall throughput improvements could be seen if the mem-

ory system allowed more cache resources devoted to VMs where needed. One mechanism for

doing so is already supported by our VH protocols. The hypervisor could simply set the VM Con-
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fig Tables to include more tiles than are actually scheduled. Thus VM Config Tables on proces-

sors running threads from separate VMs could simply have overlapping tile configurations.

However further work is needed to develop other mechanisms to share cache between workloads. 

Our virtual hierarchy system provides a mechanism to offer performance isolation between

workloads. However it also assumes other shared resources, like memory controllers and inter-

connect links for transferring memory data, have fairness mechanisms (like fair queueing [105]).

Moreover, while our VH protocols provide improved performance isolation amongst workloads,

we do not attempt to provide strong guarantees of Quality-of-Service (QoS). Future work could

develop stronger QoS mechanisms and policies.

Finally, our VH protocols are arguably complex. One reason for the complexity is that we

assume a completely unordered on-chip interconnect. Even point-to-point ordering, given by

deterministic routing algorithms, may have the potential to simplify the protocols because less

races can occur. 

6.8  Conclusion

Abundant cores per chip will encourage greater use of space sharing, where work stays on a

group of cores for long time intervals. We propose virtual hierarchies as a new way to space-share

the resources of CMPs. Instead of building a physical hierarchy that cannot adapt to the workload

or mix or workloads, we advocate overlaying a virtual hierarchy onto a physically-flat system.

Our virtual hierarchy can adapt to how workloads space-share the resources of a CMP. In apply-

ing virtual hierarchies to consolidated server workloads, we show how we can improve perfor-

mance and performance isolation while still supporting globally shared memory to facilitate

dynamic partitioning and content-based page sharing. 
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Chapter 7 

Summary and Reflections

The transition to multicore processors places great focus and importance on memory system

design. The cache coherence mechanisms are a key component toward achieving the goal of con-

tinuing exponential performance growth through widespread thread-level parallelism. This disser-

tation makes several contributions in the space of cache coherence for multicore chips. In this

chapter, we summarize the contributions (Section 7.1). Then in Section 7.2, I offer some reflec-

tions and opinions based on this research. Future work was previously discussed in Sections 4.5,

5.6 and 6.7.

7.1  Summary

This dissertation addresses three different problem areas that all deal with cache coherence in

multicore processors. First, we recognized that rings are emerging as a preferred on-chip intercon-

nect. Existing snooping protocols for rings either used a performance-costly ordering point to re-

establish a total order, or they issued an unbounded number of retries to handle conflicting

requests. We contributed a new cache coherence protocol that exploits a ring’s natural round-

robin order. In doing so, we showed how our new protocol achieves both fast performance and

performance stability—a combination not found in prior designs. 

Second, we explored cache coherence protocols for systems constructed with several multi-

core chips. In these Multiple-CMP systems, coherence must occur both within a multicore (intra-



181
CMP coherence) and among multicores (inter-CMP coherence). Applying hierarchical coherence

protocols greatly increases complexity, especially when a bus is not relied upon for the first-level

of coherence. We first contributed a hierarchical coherence protocol, DirectoryCMP, that uses two

directory-based protocols bridged together to create a highly scalable system. We then contributed

TokenCMP, which extends token coherence, to create a Multiple-CMP system that is flat for cor-

rectness yet hierarchical for performance. We qualitatively argued how TokenCMP reduces com-

plexity, and our simulation results demonstrated comparable or better performance than

DirectoryCMP.

Third, we contributed the idea of virtual hierarchies for designing memory systems optimized

for space sharing. With future chips containing abundant cores, the opportunities for space shar-

ing the resources will only increase. Our contribution targeted consolidated server workloads on a

tiled many-core chip. We first showed how existing flat coherence protocols failed to accomplish

the memory system goals we identified. Then, we imposed a two-level virtual coherence and

caching hierarchy on a physically flat many-core chip that harmonized with workload assignment.

In doing so, we improved performance by exploiting the locality of space sharing, we provided

performance isolation between workloads, and we maintained globally shared memory to support

advanced virtualization features such as dynamic partitioning and content-based page sharing.

Moreover, virtual hierarchies are a compelling alternative to building hard-wired physical hierar-

chies.

7.2  Reflections

In this section, I reflect on my dissertation research with the benefit of hindsight and the free-

dom to make statements of opinion. 
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My assumption of emerging ring-based interconnects is likely correct based on recent conver-

sations with those in industry about upcoming products and designs. Our proposed RING-ORDER

protocol timely tackles the subtle issue of coherence ordering in a ring. It offers a unique round-

robin ordering that synergistically matches a ring. Moreover, RING-ORDER’s round-robin ordering

offers superior predictability and fairness, issues that may even be more attractive in other spaces

such as real-time embedded systems. 

We developed and evaluated our ring-based protocols assuming a unidirectional ring. How-

ever it appears that forthcoming chips will instead use bidirectional rings. A bidirectional ring

reduces the average latency between endpoints from N/2 hops to N/4. While Chapter 4 outlines

how RING-ORDER can correctly take advantage of a bidirectional ring by sending data on the

shortest path, the disadvantage of an alternative design that uses an ordering point diminishes.

Nonetheless, ordering points entail additional complexity and I maintain that the other alternative

of using probabilistic coherence protocols should be avoided1. 

Our work on TokenCMP developed a system with the appealing property of being flat for cor-

rectness, allowing the system to be model-checked. In Chapter 5, we discussed many remaining

challenges and directions for future work, including addressing a key issue of timeouts and

retries. However even if solved, the realities of technology and industrial design practices may

limit the applicability of TokenCMP. Our end-to-end approach to token counting may not apply to

write-through L1 caches (which appear to remain as the defacto industry approach). Moreover,

the system-level interconnect is typically designed separately from the chip itself. Thus future-

1. While IBM appears to implement such a protocol that uses unbounded retries, it likely uses another software or hardware 

mechanism to ensure forward progress. Adding these backup mechanisms only adds to design complexity and problems with 

performance stability.
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generation multicore chips may need to function with today’s system-level interconnect specifica-

tions. In my personal opinion, I also question the value in continuing to offer cache coherent

shared memory across multiple chips. Our existing operating systems and programming para-

digms will already be strained to utilize and manage the resources of a single multicore chip that

may soon support dozens of hardware threads. Managing threads over multiple chips with a single

OS image seems dubious especially when considering emerging reliability issues. Thus while

integrating several processor chips onto a board or system may continue to offer cost benefits,

maintaining cache coherent shared memory in hardware may not be required. 

In retrospect, I believe the ideas of TokenCMP may actually more readily apply to hierarchi-

cal coherence within a chip instead of between chips. In this realm, designers have the most free-

dom to implement new techniques not amenable to interfacing with legacy system-level standards

and programmers still want to use shared memory for programs running on a single multicore. 

I believe that my contribution on virtual hierarchies offers the most potential for impacting

industry and academia. It combines workload trends with emerging technology and design trends.

There is a plethora of research that tackles many multicore issues including cache coherence,

cache replication and placement policies, quality-of-service, and more. Much of this pre-existing

research treats these issues in isolation. For example, many proposals address cache partitioning

without discussing the impact on cache coherence. And many recent cache coherence protocols

do not consider how their scheme would interact with new cache policies for replication. A virtual

hierarchy is an elegant solution that combines many of these issues in a framework familiar to

computer architects (memory hierarchies). 
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Finally I reflect on the development and evaluation process used in my dissertation research.

The Wisconsin GEMS toolset, along with our commercial workload suite, served as a vehicle for

evaluating research ideas. However it also enabled me to rapidly explore new ideas. I found rea-

soning about protocol design difficult without the iterative development process afforded by

GEMS. The SLICC language allowed me to quickly specify a protocol (often incomplete) and to

observe system behavior with a random tester. By seeing what actually happens, I was able to

“pop up” a level and reason more carefully about the protocol’s overall correctness and design for

future iterations. In other words, rapidly prototyping protocols allowed me to refine higher-level

ideas instead of carefully engineering a known system. Using such a simulator certainly has its

disadvantages: my specifications may contain latent bugs not caught in my relatively short simu-

lation runs; I often lamented on how SLICC limited my ability to simulate aspects in more detail

(like a pipelined coherence controller); and I often wondered if our existing commercial work-

loads designed for SMPs did not offer the behavior of next-generation workloads for multicore

chips. But evaluating ideas in our field of computer architecture is difficult. It is not possible to

build prototypes without significant manpower and expenditures and even building simulation

infrastructure is a large undertaking for a graduate student. I’ve learned that part of being a suc-

cessful researcher in the field of computer architecture is knowing when to make the right approx-

imations and in knowing how to leverage as much pre-existing infrastructure work as possible.
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Appendix A

Supplements for Ring-based Coherence (Chapter 4)

TABLE A-1. Raw Numbers for Baseline Results of Section 4.4.2
Runtime 
(K cycles)

K Instructions
(all cores)

OLTP (100 transactions)

ORDERING-POINT 56746 167157

ORDERING-POINT-NOACK 47447 149531

GREEDY-ORDER 41371 152622

RING-ORDER 41392 159838

Apache (200 transactions)

ORDERING-POINT 59948 92411

ORDERING-POINT-NOACK 47456 72320

GREEDY-ORDER 35475 64670

RING-ORDER 32309 61164

SpecJBB (5000 transactions)

ORDERING-POINT 41720 253318

ORDERING-POINT-NOACK 40958 253325

GREEDY-ORDER 39266 253185

RING-ORDER 38943 253245

Zeus (500 transactions)

ORDERING-POINT 50866 98280

ORDERING-POINT-NOACK 48095 94429

GREEDY-ORDER 39976 80884

RING-ORDER 39041 79864
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The following page shows detailed specifications of the ORDERING-POINT, GREEDY-ORDER

and RING-ORDER cache controllers using a table-based technique [121]. We believe this represen-

tation provides clear, concise visual information yet includes sufficient detail (e.g., transient

states) arguably lacking in the traditional, graphical form of state diagrams. 

The rows of each table correspond to the states that the cache controller can enter, including

both stable states (e.g. M, O, E, S, I) and transient states (e.g., IS, IM). The columns correspond to

events that cause the cache to take actions and to potentially change the state. Events are usually

the result of receiving a message from the interconnect or processor core. The table entries them-

selves are the atomic actions taken and, if the state changes, the resulting state (denoted with a

slash, e.g., /S indicates the new state is S). 

Consider an example from the ORDERING-POINT cache controller specification in Table A-2:

when a core issues a Load to the cache controller in State I, it sends a GETS message and transi-

tions to state IS. Other cache controllers ignore the inactive GETS (denoted by x for don’t care).

The ordering point (not shown) will activate the GETS, and the cache controller in state O will

eventually observe the active GETS, send data, and transition to state S. The requestor will

observe its Own GETS, transition to state ISA. In state ISA, it will eventually receive the data to

complete the Load and transition to stable state O (since this protocol passes ownership on all

requests). The ORDERING-POINT stable states are {M, O, S, I} and all the others are transient. The

{Inactive GETS} and {Inactive GETM} events are shaded to denote the difference with active

request events. 

Table A-3 shows the specification of the GREEDY-ORDER cache controller, with stable states

{M, O, E, S, I}. Various Own GET events indicate the result of the combined response that
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follows the request. For example, the {Own GETS (acked, shared)} event indicates that

the request was acknowledged and that there also exists a sharer such that the requestor cannot

enter the exclusive state when clean data is received. The shaded cells indicate retries which can

occur an unbounded number of times. 

Table A-4 shows the specification of the RING-ORDER cache controller. The stable states,

{NONE, SOME, SOMEP, ALL} represent the number of tokens held. SOMEP also indicates if

the cache holds a subset of tokens along with the priority token.   IMP and IMSOME indicates an

outstanding exclusive request where the requestor holds the priority token or some tokens, respec-

tively. The P and COA states handle token coalescing during replacements of shared data. The

{FurthestDest GETS} and {FurthestDest GETM} events locally generate when the

core finishes a request but needs to send tokens/data on the ring, as described in Section 4.4.3.

We show an explicit forward action because token response messages can be handled by any

requestor with an MSHR allocated, instead of being delivered to a particular processor. 
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Appendix B

Supplements for Multiple-CMP Coherence (Chapter 5)

 TABLE B-1. DirectoryCMP L2 Controller States 

State Description

NP Not Present

I Invalid

ILS Invalid, but local sharers exist

ILX Invalid, but local exclusive exists

ILO Invalid, but local owner exists

ILOX Invalid, but local owner exists and chip is exclusive

ILOS Invalid, but local owner exists and local sharers as well

ILOSX Invalid, but local owner exists, local sharers exist, chip is exclusive 

S Shared, no local sharers

O Owned, no local sharers

OLS Owned with local sharers

OLSX Owned with local sharers, chip is exclusive

SLS Shared with local sharers

M Modified

IFGX Blocked, forwarded global GETX to local owner/exclusive. No other on-chip invs needed

IFGS Blocked, forwarded global GETS to local owner

ISFGS Blocked, forwarded global GETS to local owner, local sharers exist

IFGXX Blocked, forwarded global GETX to local owner but may need acks from other sharers

OFGX Blocked, forwarded global GETX to owner and got data but may need acks

OLSF Blocked, got Fwd_GETX with local sharers, waiting for local inv acks

IFLS Blocked, forwarded local GETS to _some_ local sharer

IFLO Blocked, forwarded local GETS to local owner

IFLOX Blocked, forwarded local GETS to local owner but chip is exclusive

IFLOXX Blocked, forwarded local GETX to local owner/exclusive, chip is exclusive

IFLOSX Blocked, forwarded local GETS to local owner w/ other sharers, chip is exclusive

IFLXO Blocked, forwarded local GETX to local owner with other sharers, chip is exclusive

IGS Semi-blocked, issued local GETS to directory

IGM Blocked, issued local GETX to directory. Need global acks and data

IGMLS Blocked, issued local GETX to directory but may need to INV local sharers

IGMO Blocked, have data for local GETX but need all acks

IGMIO Blocked, issued local GETX, local owner with possible local sharer, may need to INV

(page 1 of 2)
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OGMIO Blocked, issued local GETX, was owner, may need to INV

IGMIOF Blocked, issued local GETX, local owner, waiting for global acks, got Fwd_GETX

IGMIOFS Blocked, issued local GETX, local owner, waiting for global acks, got Fwd_GETS

OGMIOF Blocked, issued local GETX, was owner, waiting for global acks, got Fwd_GETX

II Blocked, handling invalidations for chip-level INV

III Blocked, handling invalidations for L2 REPLACEMENT

MM Blocked, was M satisfying local GETX

SS Blocked, was S satisfying local GETS

OO Blocked, was O satisfying local GETS

OLSS Blocked, satisfying local GETS

OLSXS Blocked, satisfying local GETS

SLSS Blocked, satisfying local GETS

ILXI Blocked, doing writeback, was ILX/ILOSX/ILOX/OLSX

ILOI Blocked, doing writeback, was ILO/ILOS/OLS

OI Blocked, doing writeback, was O

MI Blocked, doing writeback, was M

MII Blocked, doing writeback, was M, got Fwd_GETX

OLSI Blocked, doing writeback, was OLS

ILSI Blocked, doing writeback, was OLS got Fwd_GETX

ILOW local WB request, was ILO

ILOXW local WB request, was ILOX

ILOSW local WB request, was ILOS

ILOSXW local WB request, was ILOSX

SLSW local WB request, was SLS

OLSW local WB request, was OLS

ILSW local WB request, was ILS

IW local WB request from only sharer, was ILS

OW local WB request from only sharer, was OLS

SW local WB request from only sharer, was SLS

OXW local WB request from only sharer, was OLSX

OLSXW local WB request from sharer, was OLSX

ILXW local WB request, was ILX

 TABLE B-1. DirectoryCMP L2 Controller States 

State Description

(page 2 of 2)
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 TABLE B-2. Raw Numbers for Figures 5-2 and 5-3 (all counts in thousands except avg 
cycles)

Runtime 
(cycles)

Ins
(all cores)

Local L1
(cnt, avg 
cycles)

Local L2
(cnt, avg 
cycles)

Remote 
L1/L2
(cnt, avg 
cycles)

DRAM
(cnt, avg 
cycles)

Persistent
(cnt, avg 
cycles)

OLTP (500 transactions)

DirectoryCMP 260665 1998268 1001, 118 26072, 17 4771, 406 2329, 303 0, 0

DirectoryCMP-cache 194118 1422891 834, 80 26698, 17 4757, 255 2241, 303 0, 0

DirectoryCMP-perfect 191589 1439677 835, 81 26561, 17 4744. 248 2263, 302 0, 0

TokenCMPA 171371 1453596 574, 18 26720, 17 5180, 178 1717, 296 186, 779

TokenCMPB 174008 1485996 655, 24 27007, 17 5253, 178 1712, 296 192, 779

TokenCMPC 182097 1613567 677, 24 26737, 17 5240, 179 1756, 296 266, 776

TokenCMPA-PRED 166912 1378178 571, 18 26886, 17 5004, 177 1723, 296 478, 307

Apache (1000 transactions)

DirectoryCMP 93847 294832 244, 108 19311, 17 989, 399 2030, 304 0, 0

DirectoryCMP-cache 80822 267134 227, 74 17326, 17 974, 264 1988, 304 0, 0

DirectoryCMP-perfect 79269 265631 228, 74 17703, 17 951, 244 1978, 303 0, 0

TokenCMPA 74702 264911 211, 17 19008, 17 1180, 179 1734, 297 38, 754

TokenCMPB 75328 268678 177, 26 19070, 17 1197, 178 1743, 297 39, 754

TokenCMPC 76704 266716 185, 26 19272, 17 1185, 178 1759, 296 62, 750

TokenCMPA-PRED 71335 219794 303, 19 8606, 18 1324, 178 1726, 297 838, 146

SpecJBB (5000 transactions)

DirectoryCMP 25857 270394 84, 36 5179, 17 42, 389 578, 303 0, 0

DirectoryCMP-cache 25485 270163 83, 34 5140, 17 42, 272 578, 303 0, 0

DirectoryCMP-perfect 25350 270144 85, 33 5124, 17 42, 235 578, 302 0, 0

TokenCMPA 24838 270064 45, 16 5336, 17 145, 173 506, 296 0.85, 760

TokenCMPB 24862  270131 78, 6 5374, 17 145, 173 506, 296 0.88, 755

TokenCMPC 25043 270216 79, 6 5386, 17 145, 173 507, 295 4.1, 757

TokenCMPA-PRED 24826 270049 45, 16 5335, 17 143, 173 506, 296 3.5, 245

Zeus (1000 transactions)

DirectoryCMP 265316 2976980 1599, 246 47166, 17 2412, 438 1698, 304 0, 0

DirectoryCMP-cache 184278 1963982 1456, 166 32753, 17 2336, 284 1704, 304 0, 0

DirectoryCMP-perfect 180983 1933856 1424, 166 32858, 17 2302, 270 1709, 303 0, 0

TokenCMPA 223214 2181499 779, 17 40142, 17 3347, 183 1532, 296 933, 787

TokenCMPB 229443 2271202 702, 26 41524, 17 3407, 183 1528, 296 955, 787

TokenCMPC 233173 2284120 744, 26 38474, 17 3438, 182 1543, 296 1081, 779

TokenCMPA-PRED 139294 994959 679, 23 6637, 18 2227, 179 1549, 297 4391, 168
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Appendix C  

Supplements for Virtual Hierarchies (Chapter 6)

 TABLE C-1. Raw Numbers for Figure 6-13 (all counts in thousands except average 
cycles)

cycles instructions local L2 (cnt, 
avg cycles)

remote L1/L2 
(cnt, avg 
cycles)

DRAM 
(cnt, avg 
cycles)

Apache 8x8p (1000 transactions)
DRAM-DIR 106502 790123 4541, 25 14591, 249 7641, 349
STATIC-BANK-DIR 58095 519670 168, 20 12391, 79 6161, 402
TAG-DIR 63020 563303 3684, 25 10922, 102 6728, 378
VHDir-Dir 43214 435196 952, 21 9833, 45 5570, 374

VHDir-Bcast-Opt 43060 442758 3929, 20 7395, 58 5717, 355

OLTP 8x8p (500 transactions)
DRAM-DIR 52045 790753 11097, 25 8064, 233 2259, 348
STATIC-BANK-DIR 42121 779312 249, 19 18973, 79 1993, 401
TAG-DIR 36797 810556 11895, 25 8360, 97 2260, 376
VHDir-Dir 31552 809889 1905, 19 18643, 43 2070, 374

VHDir-Bcast-Opt 29468 803048 12348, 20 8053, 55 2256, 356

Zeus 8x8p (2000 transactions)
DRAM-DIR 43728 413840 3929, 25 4803, 197 4444, 349
STATIC-BANK-DIR 40725 384486 119, 20 8060, 79 4425, 402
TAG-DIR 36316 383366 3724, 25 4417, 91 4416, 371
VHDir-Dir 33721 368230 647, 20 7190, 45 4381, 375

VHDir-Bcast-Opt 31806 364697 3526, 20 4089, 57 4369, 355

SpecJBB 8x8p (10000 transactions)
DRAM-DIR 13765 510217 1883, 25 361, 198 1459, 348
STATIC-BANK-DIR 15913 510437 33, 20 2270, 76 1469, 402
TAG-DIR 13572 510398 1884, 25 361, 90 1459, 366
VHDir-Dir 14145 510047 225, 19 2072, 43 1489, 374

VHDir-Bcast 13036 510170 1870, 20 365, 65 1462, 355


