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Abstract—We explore the problem of how to easily estimate the per-core power distribution of GPGPUs from the total power of all cores. We show that the dynamic energy consumption of a core for a given kernel, represented by its work footprint, is approximately proportional to the total time taken by all work units executing on that core, and the static power, represented by its core footprint, is proportional to the time that the core has assigned work. Footprints can be easily tracked using two hardware counters per GPU core.

We also show how per-core power estimates can be used to compute power-performance pareto frontiers that identify opportunities for saving power and energy in cases of non-uniform work distribution by exploiting per-core DVFS support for GPGPUs.

Index Terms—GPGPU, power, footprint, DVFS, pareto frontier

1 INTRODUCTION

General-Purpose Graphics Computing Units (GPGPUs) are increasingly gaining popularity as energy-efficient accelerators for computational tasks traditionally performed on CPUs. Further improvements in energy efficiency may be possible through power management features such as dynamic voltage and frequency scaling (DVFS) for individual cores (NVIDIA: Streaming Multiprocessors, AMD: Compute Units). An essential step in predicting whether such support will be useful for a given core is to estimate power for individual cores for the kernel execution. Hardware support for estimating per-core power is not available on modern GPUs (and most CPUs). In this paper we propose a low-cost solution that uses timing footprints to apportion total power to individual cores.

GPGPU microarchitectural power models [9] estimate dynamic energy consumption by tracking switching activity. However, rather than tracking individual bit-flips on each core, it suffices to track one architectural-level metric for relative estimates. We show that the dynamic energy consumed by a core for a given kernel is approximately proportional to the total time taken by all work units executing on that core. This is the core’s work footprint and is a proxy for the amount of work done by it. The core’s work footprint is the total time it is powered on and indicates its static power consumption. Tracking work and core footprints requires only two counters per core, one per footprint.

Our simple analytic footprint model rapidly estimates core power distributions that are qualitatively similar to those from GPUWatch [9], a much more detailed simulation model, with relative errors being mostly within 10% for the NVIDIA GTX480 (Section 3). In conjunction with a device model (Section 4) and a per-core DVFS model (Section 5) we demonstrate one potential use of footprint models in predicting pareto-optimal system configurations for saving power and energy.

2 WORK AND CORE FOOTPRINTS

For now we will assume that all cores operate at the same frequency and voltage. Section 5 will relax this restriction.

The work footprint of core $c$, $WF(c)$, represents the amount of work done by the core. “By work” we mean bit-flips in hardware structures (e.g., pipelines, functional units, register files, etc.) caused by kernel execution. Let $t(b,c)$ denote the execution time of threadblock $b$ on core $c$. $t(b,c) = 0$ if threadblock $b$ is not assigned to core $c$. We hypothesize that for the given run

$$WF(c) \propto \sum_b t(b,c) \quad (1)$$

That is, the work footprint is proportional to the sum of threadblock execution times on that core with the constant of proportionality being specific to that run. The work footprint across all cores, $WF$, is the sum of core work footprints. Assuming the same constant of proportionality across all cores for a given kernel and device, we get

$$WF = \sum_c WF(c) \propto \sum_c \sum_b t(b,c) \quad (2)$$

Let $DE(c)$ denote the average dynamic energy consumed by core $c$ and $DE$ denote the average total dynamic core energy. We hypothesize that, to the first order, the average dynamic core energy for the given run is distributed in proportion to the timing approximation of work footprints. That is,

$$\frac{DE(c)}{DE} = \frac{DE(c)}{\sum_c DE(c)} = \frac{WF(c)}{WF} = \frac{\sum_b t(b,c)}{\sum_b t(b,c)} \quad (3)$$

The above is an approximation because the rightmost ratio uses execution time as a proxy for switching activity. It works well unless stalls or divergence (branch and memory) increase execution times disproportionate to switching activities. Since we are taking ratios, it also works if cores observe these events in similar proportions relative to their total work. We expect the approximation to be good for a large number of current kernels.

Let kernel execution time be $T$. We compute the average total dynamic core power, $DP$, as

$$DP = \frac{DE}{T} \quad (4)$$

The core footprint, $CF(c)$ for core $c$, represents the time taken by the core to finish all work assigned to it. The largest core footprint determines $T$, that is, $T = \max_c \{CF(c)\}$.

We assume that the cores are power-gated when they finish their assigned work. So, the average static core power (averaged over total kernel time), $SP(c)$, of core $c$ is proportional to the ratio of its core footprint to the total kernel time.

$$SP(c) \propto \frac{CF(c)}{T} \quad (5)$$
The average total core static power, $SP$, is the sum of static powers of all cores.

$$SP = \sum_c SP(c) \quad (6)$$

We can measure footprints with low implementation cost – $CF(c)$ with a counter that tracks how long core $c$ is enabled and $WF(c)$ with a counter that accumulates the time each execution context on core $c$ takes to finish all assigned work. We use $CF(c)$ and $WF(c)$ values to estimate per-core power distributions as unitless ratios (or, percentages, e.g., Table 1).

In this work we obtain $CF(c)$ and $WF(c)$ values from GPGPU-Sim [1] simulations. Our models estimate relative per-core power. We use the baseline total dynamic core power number from GPUWattch to estimate absolute per-core dynamic power from footprint model estimates when needed, e.g., for the full-system pareto frontier study in Section 5. Although Figures 2 and 4 show absolute power estimates, computed as stated above, they are for visualization only—relative errors and relative distributions are unaffected by absolute values.

### 3 Core Dynamic Power Distribution Accuracy

We will now investigate the accuracy of the work footprint model for estimating per-core dynamic power distributions. We use GPGPU-Sim for performance simulations, using the NVIDIA GTX480 as the modeled architecture, and GPUWattch for power simulations (with sampling frequency adjusted depending on kernel runtime), to obtain reference numbers. The GTX480 has 15 cores. The core clock frequency (default: 700 MHz) is half of the shader clock frequency.


![Fig. 1. Cycle trace for NQU with all cores running at 700 MHz. Inset zooms in on Cores 0 and 1. The kernel uses 3 execution contexts per core, with at most 6 threadblocks (TBs) assigned to each context.](image)

Figure 1 shows a cycle trace of threadblock (TB) executions for the NQU (N=8 QUEens) kernel as simulated by GPGPU-Sim. This kernel has 256 TBs with at most 3 TBs concurrently dispatched to any core resulting in a maximum of $3 \times 15 = 45$ concurrent contexts. Figure 1 depicts 45 horizontal stacked bars, one for each context. We number the TBs dispatched to each context sequentially from TB1 through TB6. Core 1 has the largest footprint among all cores. NQU has significant load imbalance for this default input size.

Table 1 shows good agreement between the per-core average dynamic power distributions estimated by GPUWattch and by our work footprint model (Equation 3). The percentages represent relative core power averaged over the kernel execution time. As expected, core 1 uses more power than other cores.

For comparison, we also consider two alternative models: Proxy1 (dynamic power in proportion to core footprints) and Proxy2 (equal dynamic power to all cores used). Proxy2 is inspired by earlier models [8] that did not differentiate between cores by power consumption. The work footprint model aims to improve upon Proxy1 for cases where the work distribution across cores differs from the distribution of core completion times and both aim to improve upon Proxy2 for variations across cores. Table 1 shows that the work footprint model has the closest fit to the GPUWattch estimates for this kernel.

Figure 2a shows cumulative distributions of relative error ($\text{abs}(\text{predicted}/\text{simulated})-1$) for core dynamic powers of 6171 kernel executions (98%) that used more than one core. We observe that the work footprint model exceeds 10% error for only 2.6% of predictions whereas Proxy1 and Proxy2 exceed it for 12.2% and 26.6% of predictions respectively. With an average error of 4.9%, the work footprint model works better than the other schemes (average errors: 5.6%, 9.1%) for little additional tracking overhead.

Figure 2b shows the largest error for the work footprint model, occurring at Core 11 because of extra cycles due to data access stalls and divergence instead of proportionally more work.

Per-core footprints for a given kernel can change with GPU configuration. Figure 3 shows cycle traces for the NN Fourth-Layer kernel for the baseline (3a), with Tail Aggregation (3b), and with core frequency scaling (3c). Tail Aggregation uses a new scheduling policy that aggregates TBs in the last “batch” (TB3) to a few cores. This saves 19.6% total core static power with 3.7% performance loss. By exacerbating inequality in core completion times (core footprints), it also creates new opportunities for saving energy with per-core DVFS. Frequency scaling (increase from 700 MHz to 1200 MHz) speeds up by

### Table 1

<table>
<thead>
<tr>
<th>Core Num</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPUWattch</td>
<td>5.83%</td>
<td>16.74%</td>
<td>5.83%</td>
<td>6.16%</td>
<td>5.83%</td>
<td>6.16%</td>
<td>6.17%</td>
<td>6.16%</td>
<td>6.16%</td>
<td>6.16%</td>
<td>5.83%</td>
<td>5.83%</td>
<td>5.49%</td>
<td>5.83%</td>
<td></td>
</tr>
<tr>
<td>Work Footprint</td>
<td>5.74%</td>
<td>17.14%</td>
<td>5.81%</td>
<td>5.90%</td>
<td>5.74%</td>
<td>5.79%</td>
<td>6.03%</td>
<td>6.05%</td>
<td>6.04%</td>
<td>6.10%</td>
<td>6.12%</td>
<td>5.94%</td>
<td>5.91%</td>
<td>5.74%</td>
<td>5.91%</td>
</tr>
<tr>
<td>Proxy1</td>
<td>4.72%</td>
<td>31.96%</td>
<td>4.72%</td>
<td>4.85%</td>
<td>4.74%</td>
<td>4.75%</td>
<td>4.90%</td>
<td>4.95%</td>
<td>4.92%</td>
<td>4.91%</td>
<td>4.95%</td>
<td>4.90%</td>
<td>4.92%</td>
<td>4.88%</td>
<td>4.86%</td>
</tr>
<tr>
<td>Proxy2</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
<td>6.67%</td>
</tr>
</tbody>
</table>

---

**TABLE 1**

Per-core average dynamic power (and energy) distribution for NQU estimated by GPUWattch, Work footprint model (Eqn 3), Proxy1, and Proxy2.
Tail aggregation: All @700 MHz

Frequency scaled: All @1200 MHz

Fig. 3. Cycle traces for NN FourthLayer kernel. Work and Core Footprints change with (b) scheduler (Tail Aggregation) and (c) frequency changes.

Fig. 4. Per-core dynamic power for NN FourthLayer kernel. For these results, the footprint model uses the total dynamic core power numbers from the baseline configuration, speedup and work footprints from the target configurations. (b) Tail Aggregation can increase savings opportunities with per-core DVFS – non-critical cores (0-3, 9-14) consume ~57% baseline dynamic core energy, but can be run slower without affecting kernel time.

53.2% (more, faster cycles). Total dynamic power (fixed voltage) changes almost similarly with performance. Figure 4 shows that the work footprint model, given target speedups and changes almost similarly with performance. Figure 4 shows that the work footprint model, given target speedups and changes almost similarly with performance. Figure 4 shows that the work footprint model, given target speedups and changes almost similarly with performance.

4 GPU Power Model

Other components besides cores also consume power and need to be accounted for to estimate DVFS benefits. Here we describe a simple model to estimate device power for runs with different core frequencies (fixed voltage) if we know the kernel execution times of those runs and the power and execution time for the baseline configuration (all cores running at 700 MHz). We estimate device power as the sum of the following:

1) Core dynamic: estimated using Equation 4.
2) Core static: estimated using Equations 5 and 6. We assume a static power of 1W per core when it is used.
3) \{L2cache, Network-on-chip, DRAM, Memory controller\} dynamic: estimated by scaling the corresponding baseline power numbers with \( T^{-\frac{1}{2}} \), similar to Equation 4.
4) Constant: 11W (dynamic) + 27W (additional non-core static, e.g., for voltage regulators, peripherals, etc.).

On tests with core frequencies (all cores) from 100-1400 MHz, in steps of 100 MHz (except baseline 700 MHz), the model works well with an average relative error of <1% and a worst-case error of <8% compared to simulated numbers. Section 5 further refines the core power model.

5 Per-core Frequency and Voltage Scaling

So far we have assumed that all cores run at the same frequency (and voltage). We now use the insight that for fixed voltage and a fixed amount of work, to the first order, the core dynamic energy is not affected by the clock rate of that core. So, if \( DE(c) \) is known for some core frequency \( f(c) \), it can be used as an approximation for executions with a different value of \( f(c) \) provided that the work assigned to core \( c \) is unchanged.

The experiments in this paper use initial \( DE(c) \) estimates with all cores at the same frequency. For initial \( DE(c) \) estimates with different core frequencies, we need to modify Equation 1 to include a correction factor, \( \gamma(c) \), to cancel the effects of changed timing with respect to other cores. This leads to

\[
WF(c) \propto \gamma(c) \sum_b t(b,c) \tag{7}
\]

\( \gamma(c) = f(c) \) for perfectly scalable kernels, \( \gamma(c) \rightarrow 1 \) for kernels whose executions are primarily limited by interactions with non-core system resources, e.g., memory. \( \gamma(c) \) may be estimated using regression models for performance scaling.

Since core voltage is generally changed in conjunction with core frequency, we add a cost model to \( WF(c) \) and \( SP(c) \) calculations to handle its effect on energy and power. Let \( V(c) \) denote the voltage of core \( c \) and \( cost_{dc}(V) \) and \( cost_{sp}(V) \) denote scaling relationships of dynamic energy and static power with voltage \( V \). Equations 7 and 5 now become

\[
WF(c) \propto cost_{dc}(V(c)) \times \gamma(c) \sum_b t(b,c) \tag{8}
\]

\[
SP(c) \propto cost_{sp}(V(c)) \times \frac{CF(c)}{T} \tag{9}
\]

We use our simple analytic models to explore the potential benefits for per-core DVFS support in GPUs for kernels that create unequal footprints on cores. We consider a deployment scenario where each core has a fixed, but independent frequency (and voltage) setting while executing a kernel and assume voltage-frequency pairs of (0.55V, 100MHz), (1.0V, 700MHz) [9], \( \Delta V \propto \Delta f, cost_{dc}(c) \propto V(c)^2, cost_{sp}(c) \propto V(c) \) [3], 10MHz frequency granularity, and that the GPU reports footprints but not directly per-core power.

We execute one profiling run with all cores set at 700 MHz to gather baseline time, power, and footprints. In order to correct for performance scaling bottlenecks, we execute two more performance profiling runs, with all cores at 100 MHz (expected performance: (1/7)x) and at 1400 MHz (expected performance: 2x), then fit a quadratic curve between the three points to translate between expected and realistic performances.

Figure 5 shows predicted pareto frontiers for three example kernels, with (“Pred. per core”) and without (“Pred. all cores”) per-core DVFS settings. The expected performance range is 0.5x-2x compared to baseline but results in a translated realistic range with the quadratic model. It also shows simulated (“Sim.”) results for the predicted configurations and these are...
close to the predicted values. Higher divergence between “all cores” and “per core” frontiers indicates larger power-savings potentials and is caused by both per-core power and completion time differences. This limit study shows that footprint variations can be exploited to save power – at max. performances, NQU saves 17.3% (predicted: 13.1%), heartwall saves 16.3% (predicted: 14.6%) relative power. Conversely, little variation enables negligible relative power savings, e.g., for backprop.

Our simple performance scaling model may cause performance errors (e.g., 10% for BFS Iteration 6) when kernel performance scaling differs from individual core performance scaling, e.g., with non-uniform stalls or divergence, or with changes in scheduling and shared resource contention. More sophisticated performance scaling models could address these issues. If the performance model is accurate, then errors in the footprint model may lead to suboptimal frequency settings (hence, less power savings) for cores not on the critical path.

A limitation of our approach is that profiling overheads will reduce DVFS benefits unless amortized over multiple executions with the same input. Nevertheless, our simple prediction scheme can be used to rapidly identify maximum DVFS benefits by exploiting inter-core footprint variation.

6 RELATED WORK
Analytical modeling of GPU power consumption is not new [7], [8], [10], [12]. However, previous work tracks switching activity, multiple architectural events (e.g., executions of thirty instruction types [12]), or does not differentiate between cores. In contrast, our high-level model uses just two counters (one per footprint) per core to estimate relative per-core power.

Researchers have analyzed PTX instructions to estimate kernel execution time and power consumption, either fully [6], [7], [10] or in conjunction with profiling information [12]. Such techniques may also be extended to estimate threadblock execution times and kernel performance scaling, thereby reducing (or eliminating) the profiling runs described in Section 5.

Online thread criticality prediction for CPUs [2] uses cache miss counts to identify critical threads. It is relevant to our power-savings approach and will be useful in exploiting timing variation due to events such as cache misses that are hard to statically analyze, but may need to be extended to include instruction counts (completed and remaining) in order to account for work variation across GPU cores.

GPURatch [9] studied DVFS benefits by lowering voltage during memory stalls to save power without (ideally) affecting performance. It does not benefit compute-bound kernels or exploit inter-core work variation. In contrast, our work focuses on inter-core variation but does not save power on stalls. Since these two approaches have complementary strengths, it would be beneficial to combine them for maximum benefits.

While prior limit studies [8] analyzed DVFS benefits on GPUs using oracles, they did not model inter-core variation or per-core DVFS. Those limits relate to “all cores” frontiers extended to include periodic DVFS changes. Our work can further extend those studies by selecting optimal per-core footprints.

7 CONCLUSION
We propose a simple technique using timing footprints to deduce the per-core dynamic power distribution for GPGPUs. Experimental validation using state-of-the-art simulators show good correlation between predicted and simulated distributions. We also demonstrate how per-core power estimates can be used to infer optimal power-performance relationships.
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