
Crossing Guard: Mediating Host-Accelerator 
Coherence Interactions

 Complex, programmable accelerators increasingly prevalent

 Many applications: graphics, scientific computing, video 
encoding, machine learning, etc…

 Accelerators may benefit from cache coherent shared memory

 May be designed by third parties
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However…

Different host systems use 
different coherence protocols!
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Accelerator coherence bugs 
can crash host system!
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Crossing Guard

Crossing Guard: coherence interface to safely translate 
accelerator ↔ host protocol
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L1 Controller without Crossing Guard…
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L1 Controller with Crossing Guard
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