
Table III
COMPUTER SPECIFICATIONS

Computer Type MFLOPS Wattage MF/W
Ultraslim Desktop 941 54 17
CAD Workstations 1265 87 15
Legacy Computers 600 100 6

can also be important. We are evaluating benchmarking tools
(such as LINPACK [13] to measure the performance of our
computers.

PUE is the ratio of total amount of power used by a
computer facility to the power delivered to computing equip-
ment. In a data centre this gives a value greater than one with
the added energy consumption coming from cooling, power
conversion etc. Within a cluster room the PUE value can be
less than one with the heat generated offsetting the heating
required for the room. This information needs to be pre-
determined through analysis and added to the ClassAd for
the computer so that Condor can use it to make decisions
on which computer is most appropriate to use.

Newcastle University has a policy of replacing all of its
cluster computers on a four-year cycle. For the last three
years a concerted effort has been made to purchase power
efficient computers. This can be seen from the computer
specifications in Table III. From this table we can rank the
computers in terms of their output per Watt (MFLOPS /
Wattage). This can be combined with the PUE values for
computers to give an overall rating of the efficiency of a
given computer. Note that the PUE value for computers
of the same type can vary dependent on location or time.
The majority of cluster room computers are the Ultraslim
desktops, though there are a couple of hundred more pow-
erful CAD workstations provided for engineering/design
applications.

V. ARJUNA AGILITY CLOUD COMPUTING PLATFORM

Agility [4] is a Federated Cloud Computing Platform
designed to improve business agility through a flexible
infrastructure approach. Agility transforms traditional IT
infrastructure into a flexible, agile Private Cloud that allows
organisations to be networked together in order to share
service without sacrificing organisational independence.

Agility is installed as an overlay (as illustrated in Figure
6), which is capable of operating independently of existing
IT infrastructure. Agility can be used to monitor an organ-
isation’s IT infrastructure and take action when required.
Policies can be written for Agility to automate regular tasks
carried out by an Administrator. Typically (either intra- or
extra-enterprise) interactions are agreed through an informal
process, which is rarely recorded or monitored, making it
difficult to understand the true costs incurred and bene-
fits delivered across the organisations. Introducing Agility
provides a means of capturing those relationships without
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Figure 6. Agility as an overlay

impacting the existing operations. In its interaction with
the underlying IT infrastructure Agility may be unobtrusive
(simply recording the relationships), may monitor operations
(reporting on conformance), or may actively drive resources
(taking action to ensure conformance). We adopt the third
approach here. Each Agility Server is deployed as a single
stand-alone server at each organisation that is to engage
within the federated network.

A. Accountability with Service Agreements

Agility delivers accountability through its use of Service
Agreements (SAs), which record the responsibilities of all
parties. A SA can contain any rights or obligations of the
involved parties and is not restricted to defining discrete
levels as you would expect from a Service Level Agreement
(SLA). With SAs in place Policy Modules can monitor
performance and can identify when quality of service is
threatened in order to take remedial action. Policy Modules
can be developed by experienced Administrators to automate
regular tasks that they currently carry out as a manual
process, or add new functionality.

Once a SA is in place it may, with the agreement of both
parties, be modified or terminated. SAs may also be nested,
relative to one another. This allows a SA to be created
under an existing longer-lived SA. The SA will typically
be defined in terms meaningful to the relationship between
a consumer and provider, such as quality of service, rather
than in terms specific to the mechanism of providing the
Service, such as what hardware it will be deployed upon.
For example, a consumer may create a SA with a Provider
who is offering Condor as a Service. The SA would state the
conditions under which the Consumer may submit jobs and
the obligations for both parties. Subsequently nested SAs can
be created for individual Condor Submissions, which could
state submission specific requirements such as its priority.


