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Let's also ask for help from  Let's also ask for help from      @HOME community!@HOME community!
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We also want to hide the complexity..We also want to hide the complexity..
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By building virtual supercomputer for domain By building virtual supercomputer for domain 
researchersresearchers
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Virtual supercomputer for geneticistsVirtual supercomputer for geneticists
Superlink-online: Superlink-online: http://bioinfo.cs.technion.ac.il/superlink-onlinehttp://bioinfo.cs.technion.ac.il/superlink-online
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http://cbl-boinc-server2.cs.technion.ac.il/superlinkattechnion​

http://cbl-boinc-server1.cs.technion.ac.il/superlinkatclusters​
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Preliminary resultsPreliminary results

110 CPU Years consumed and a few millions jobs 
completed in 4 months ~ 350 CPUs working for us 
around the clock

49 (clusters: EGEE, UW Madison, Technion CS > 20,000 
CPUs )
61 (Contributors  of Superlink@Technion  > 8000 CPUs ) 
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Superlink@Technion
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Superlink@Technion

Superlink@Clusters

~CPU time

~CPU time



33Mark SilbersteinCondor Week 2008

Single framework for grid performance analysisSingle framework for grid performance analysis

Superlink@Technion environment is more predictable!

Jobs left in queue Jobs left in queue

Since clusters are much more volatile because of policy

Eviction rate Eviction rate
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Single framework for grid performance analysisSingle framework for grid performance analysis
EGEE vs. Madison pool

EGEE behaves more as @Technion than Madison pool. Why?

EGEE is much less centralized – evictions are less correlated, 
hence have steady state

EGEE

Jo
bs

 le
ft

High load, complex policies and centralized control result in rapid 
(statistically unpredictable) changes in resource allocation

Jo
bs

 le
ft MADISON
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Lesson 1: Track the system performance from Lesson 1: Track the system performance from 
the application perspectivethe application perspective

Simple criterion - compare with the time it would take on a 
dedicated cluster

Using BOINC (glide-ins) helps separate application performance 
from batch system performance 

Actual throughputActive hosts for 24 hours

Eviction rate Error rate
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Lesson 2: Learn the system parametersLesson 2: Learn the system parameters

Example: Average running time of a BOINC client until 
preempted 

Wrong job granularity The same run with proper job granularity

Using BOINC allows to tailor job size with no additional overhead : few minutes long 
jobs run as fast as few hours long
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Lesson 3: Distinguish between high Lesson 3: Distinguish between high 
throughput and high performance runsthroughput and high performance runs

Many-jobs: high throughput runs – number of jobs much 
more than number of running machines

Less sensitive to failures - overlapped with the execution of 
other jobs

Few-jobs: high performance runs – number of jobs is about 
the number of running machines

Performance very sensitive to failures

High throughput High performance

Dedicated cluster 
comes handy!!! 
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Thinking out loudThinking out loud

Will grids become less useful to opportunistic users when 
they become easy to use (higher utilized)?
Should Condor policy be hostile to opportunistic users, or 
some guarantees are better to be provided?
And if above is true, and you are going to have a lot of jobs 
– maybe it's better to buy your own cluster... 
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Future work.... Superlink@Mars.. Venus.. Future work.... Superlink@Mars.. Venus.. 
MoonMoon

But before that ... If your grid can handle backfill – let us in!
If you want to contribute your PC(s) to the search for 
disease-provoking genetic mutations – 

Join Superlink@Technion!


