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Abstract

DE-INDIRECTION FOR FLASH-BASED SSDS
Yiying Zhang

Flash-based solid-state drives (SSDs) have revolutidniterage with their high
performance. Modern ash-based SSDs virtualize their p@asesources witm-
directionto provide the traditional block interface and hide thefemal operations
and structures. When using a le system on top of a ash-be&&80), the device
indirection layer becomes redundant. Moreover, suchéatiibn comes with a cost
both in memory space and in performance. Given that askeddsvices are likely
to continue to grow in their sizes and in their markets, wefaced with a terri c
challenge:How can we remove the excess indirection and its cost in lzeted
SSDs?

We propose the technique of de-indirection to remove theeotion in ash-
based SSDs. With de-indirection, the need for device addneppings is removed
and physical addresses are stored directly in le systenadata. By doing so the
need for large and costly indirect tables is removed, whitedevice still has its
freedom to control block-allocation decisions, enablintpiexecute critical tasks
such as garbage collection and wear leveling.

In this dissertation, we rst discuss our efforts to buildasturate SSD emula-
tor. The emulator works as a Linux pseudo block device andearsed to run real
system workloads. The major challenge we found in buildimg $SD emulator
is to accurately model SSDs with parallel planes. We lewetagpveral techniques
to reduce the computational overhead of the emulator. Caluation results show
that the emulator can accurately model important metricscéanmon types of
SSDs, which is suf cient for the evaluation of various desgn this dissertation
and in SSD-related research.

Next, we preserilameless Writes new device interface that removes the need
for indirection in ash-based SSDs. Nameless writes allbe tlevice to choose
the location of a write; only then is the client informed oétiiame(i.e., address)



where the block now resides. We demonstrate the effecttgenienameless writes
by porting the Linux ext3 le system to use an emulated nasglriting device
and show that doing so both reduces space and time overhtbadsnaking for
simpler, less costly, and higher-performance SSD-basedgs.

We then describe our efforts to implement nameless writeseahhardware.
Most research on ash-based SSDs including our initial exabn of nameless
writes rely on simulation or emulation. However, namelesies require funda-
mental changes in the internal workings of the device, t®rface to the host op-
erating system, and the host OS. Without implementatiore@h devices, it can
be dif cult to judge the true benet of the nameless writessm. Using the
OpenSSD Jasmine board, we develop a prototype of the Nasndleise SSD.
While the ash-translation layer changes were straightnd, we discovered un-
expected complexities in implementing extensions to theage interface.

Finally, we discuss a new solution to perform de-indirectithe File System
De-Virtualizer £SDV), which can dynamically remove the cost of indirection in
ash-based SSDs. FSDV is a light-weight tool that de-vilizes data by changing
le system pointers to use device physical addresses. Caluation results show
that FSDV can dynamically reduce indirection mapping taiplece with only small
performance overhead. We also demonstrate that with ougrde$ FSDV, the
changes needed in le system, ash devices, and devicefatterare small.
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Chapter 1

Introduction

“All problems in computer science can be solved by anothegllef indirection”
— often attributed to Butler Lampson, who gives credit to idaheeler

“All problems in computer science can be solved by anothegllef indirection,
but that usually will create another problem”
— David Wheeler

Indirection, a core technique in computer systems, pravitie ability to ref-
erence an object with another form [82]. Whether in the magppif le names to
blocks or a virtual address space to an underlying physita) system designers
have applied indirection to improve system exibility, f@mance, reliability, and
capacity for many years. Even within the storage stackethee many examples
of indirection.

File systems are a classic example of adding indirectioroprof storage de-
vices to organize data into easy-to-use forms, as well asotdde consistency and
reliability [10]. File systems use le and directory struceés to organize data; a
data block is mapped from le and le offset to a logical bloekldress using the
le system metadata

Another example of indirection happens where modern haskl diives use
a modest amount of indirection to improve reliability by inigl underlying write
failures [69]. When a write to a particular physical blockidaa hard disk will
remap the block to another location on the drive and recardrthpping such that
future reads will receive the correct data. In this mannedyige transparently
improves reliability without requiring any changes to tliermt above.



F(v))

v ‘
L G(F(M;))

G(L)

|
|
i v
N

i Ni

(a) (b)

Figure 1.1:Excess Indirection and De-indirection. These graphs demonstrates a
system that contains excess indirection (a) and the systimperforming de-indirection
(b). The dotted part in (a) represents a level of excess éatimn, which is removed with
de-indirection in (b).

Because of the bene ts and convenience of indirection esgsiesigners often
incorporate another level of indirection when designing sgstems. As software
and hardware systems have become more complex over timenlirmbntinue
to do so in the future), layers of indirection have been anid lvei added. The
levels of indirection exist for different reasons, such esviging exibility and
functionality, improving performance, maintaining moality and code simplicity,
and maintaining xed interfaces.

As a resultredundantievels of indirection can exist in a single system, a prob-
lem we termexcess indirectian Speci cally, assume that the original form of an
object isNg and its nal form (.e., the form visible by the user) ik;. If L; is
mapped more than once to transfer into the forrNgf there are multiple levels
of indirection. For example, for two levels of indirectid; is rst mapped by a
function F (L;) to a formM; and then mapped by a functié®(M;) to Ny. All
together, the mapping for the object@(F (L;)) = Ny. If one of the levels of in-
direction can be removed while the system can still funcéistbefore, we call this
level of indirection redundant and the system has exces®atn. Figure 1.1(a)
gives an example of excess indirection.

Unfortunately, indirection comes at a high price, which ifests as perfor-
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mance costs, space overheads, or both. First, mapping tablsome form of
metadata are necessary for lookups with indirection. Suetadata requires per-
sistent storage space. Moreover, to improve system pesficenand reduce the
access time to slower storage for the metadata, metadatdtanecached in part
or in full in fast memory forms like DRAM, creating both moae§ and energy
costs. There is also performance overhead to access anthindhre indirection
metadata.

Excess indirection multiplies the performance and spastsaof indirection
and is often redundant in a system. It thus presents us a withgortant problem
of how to reduce the costs of excess indirection.

1.1 Excess Indirection in Flash-based SSDs

Flash memory is a form of non-volatile memory which offertéerandom-access
performance and shock resisdence than traditional hakd,dasd lower monetary
and energy cost than RAM. Flash memory is often packagedastebasedSolid
State Device§SS¥). SSDs have been used as caching devices [18, 29, 52, 61, 67,
74, 81] and hard disk replacements [19, 54, 71, 84], and taus hained a foothold
in both consumer and enterprise markets.

Indirection is particularly important in ash-based SSDgnlike traditional
storage devices, ash-based SSDs manage an indirectien dayl provide a tradi-
tional block interface. In modern SSDs, an indirection nrejmeFlash Translation
Layer(FTL) allows the device to map writes from the host systemwdgdal address
space to the underlying physical address space [24, 3484694 60].

FTLs use this indirection for two reasons: rst, to transfothe erase/program
cycle mandated by ash into the more typical write-baseerifatce via copy-on-
write techniques, and second, to implemestr leveling47, 51], which is critical
to increasing SSD lifetime. Because a ash block becomesaiole after a certain
number of erase-program cycles (10,000 or 100,000 cyclewa@diag to manufac-
turers [13, 37]), such indirection is needed to spread theevosad across ash
blocks evenly and thus ensure that no particularly poputarkocauses the device
to fail prematurely.

The indirection in ash-based SSDs is useful for these psego However,
ash-based SSDs can exhibit excess indirection. When aykem is running on
top of a ash-based SSD, the le system rst maps data from dad le offset
to logical block addresses; the SSD then maps logical bldckesses to device
physical addresses. The indirection at the le system lévelchieved through
the le system metadata; the indirection at the SSD levekisieved through the
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mapping table in the FTL.

As we can see from the architecture of le system indirectiwar SSD indirec-
tion, there are redundant levels of indirection. Althougichelevel of indirection
exists for its own reasore(g, SSD indirection hides the erase-before-write require-
ment and the wear-leveling operation), we believe thatnld@ection in the SSD
is redundant and moreover causes memory space and perfmoast.

The indirection in SSDs comes with a cost in both memory spadeenergy. If
the FTL can exibly map each virtugdagein its address space (assuming a typical
page size of 4 KB), an incredibly large indirection tabledguired. For example,
a 1-TB SSD would need 1 GB of table space simply to keep onet3imter per
4-KB page of the device. There is also a performance cost totaia and access
the mapping tables.

Two trends in ash-based storage make the cost of exceseettitin an im-
portant issue. First, ash memory is used widely in mobileides, where energy
consumption is a signi cant concern; a large indirectiobléain RAM imposes a
high energy cost. Second, ash-based storage is gaininglaofy in enterprise
and cloud storage environments [29, 54]. As the sizes oktlesh-based devices
scale up, the monetary and energy cost of RAM increases-finparly. Clearly, a
completely exible mapping is too costly; putting vast qtiies of memory (usu-
ally SRAM) into an SSD is prohibitive.

Because of this high cost, most SSDs do not offer a fully éxiber-page
mapping. A simple approach provides only a pointerlgeck of the SSD (a block
typically contains 64 or 128 2-KB pages), which reduces lowads by the ratio of
block size to page size. The 1-TB drive would now only need d¥litable space,
which is more reasonable. However, as clearly articulatedbptaet al. [40],
block-level mappings have high performance costs due tessiee garbage col-
lection.

As a result, the majority of FTLs today are built using a hgbaipproach,
mapping most data at block level and keeping a small pageetaprea for up-
dates [24, 59, 60]. Hybrid approaches keep space overheadwhile avoiding
the high overheads of garbage collection, at the cost otiaddl device complex-
ity. Unfortunately, garbage collection can still be costgducing the performance
of the SSD, sometimes quite noticeably [40]. Regardleshefapproach, FTL
indirection incurs a signi cant cost; as SSDs scale, evelridyschemes mostly
based on block pointers will become infeasible.

Recently, approaches have been proposed to dynamicalhe casmall, hot
part of the mapping table in DRAM and the rest of the mappitetan the ash
memory itself [40]. Another approach to reduce the cost diréction in SSDs is



to move the indirection layer to the host OS in a softwarer§§é].

Even with these proposed optimizations to reduce the SSPeitibn cost,
excessndirection still exists when a le system is running on topao ash-based
SSD; a block is rst mapped from a le offset to its logical aggs and then from
the logical address to its physical address in the deviceth Bawlirection layers
maintain their own address spaces and perform their owreadddlocation. Space
and performance overheads are incurred at both layers taairatheir own lookup
structure (e., le system metadata and SSD FTL). We can clearly see tha¢ tise
excess indirection in such a system.

1.2 De-Indirection: Removing Excess Indirection

Because of its high costs, excess indirection presents tiisamiimportant prob-
lem. One way to reduce the costs of excess indirection isnmve the redundant
level(s) of indirection, a technique we cdk-indirection

The basic idea of de-indirection is simple. Let us imagingsiesn with two
levels of (excess) indirection. The rst indirectidh maps items in thé. space
to items in theM space:F(Li) ! Mj. The second indirectio® maps items
in the M space to those in thi space:G(Mj) !  Ng. To look up the item
i, one performs the following “excessive” indirectio®@(F (i)). De-indirection
removes the second level of indirection by evaluating tlvesé mappinds() for
all values mapped bl (): 8i : F(i) G(F(i)). Thus, the top-level mapping
simply extracts the needed values from the lower level @udion and installs them
directly.

There are different ways to perform de-indirection. We tifgrniwo methods.
The rstis to remove the need for one level of indirection quetely (.e., this level
of indirection is never created). The second method is licaditw the creation of
all levels of indirection, but remove (part of) the indiriect periodically or when
needed. The former method changes the design of the origgséem that uses
multiple levels of indirection, and thus can involve subsit changes to all layers
and the interface between different layers in a system. €hersl method does
not require as much change to the original system, but mayemobve as much
indirection as the rst method.

Notice that even though we propose to remove the redundaet ¢ indi-
rection, we do not want to remove the layer in the system cetalyl €.g, by
combining two layers). In fact, it is one of our major goalgétain the function-
ality of each layer within itself and to introduce as littleange to existing layered
systems as possible. We believe that different layers &xdigheir own reasons;
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Figure 1.2:Excess Indirection and De-indirection of Flash-based SSDs The
left graph (a) demonstrates the excess indirection in asised SSDs when running with a
le system. A block is rst mapped from le and le offset toghogical address by the le
system metadata and is then mapped to the physical addr&&SIDYTL. The right graph
(b) represents the mapping after removing the indirectiothie SSD: a block is mapped
directly from le and le offset to the physical address ugithe le system metadata.

changing them would require signi cant research and eraging efforts (in each
layer) and is less likely to be adopted in real world. Our ammierely to remove
the redundancy in indirection and its associated costs.

De-Indirection of Flash-based SSDs

There are two levels of (redundant) indirection with a lessym on top of a ash-
based SSD. To remove this excess indirection, we choosemnoveethe indirection
at the SSD level for two reasons. First, the cost of mainigir8SD-level indirec-
tion is higher than that of the le system level, since theemial RAM in SSDs
incurs a xed monetary and energy cost and is also restrigyeithe device's phys-
ical size, while main memory is more exible and is shared fiffedent applica-
tions. Second, the le system indirection is used not onlyhwash-based SSDs,
but also other storage devices. It is also used to providg-teasse structured
data. Thus, removing the le system indirection affectsentbystems and user ap-
plications. With the SSD-level indirection removed, plegsiblock addresses are



stored directly in le system metadata; le systems use ¢haddresses for reads
and overwrites.

We remove the indirection in SSDs without removing or chaggheir major
functionality, such as physical address allocation and¥e¥aling. An alternative
way to remove indirection is to remove the SSD FTL and manageash memory
directly with speci c le systems [41, 92, 93]. We believeahexposing raw ash
memory to software is dangerousd, a le system can wear out the ash memory
either by intention or by accident). Vendors are also ldss\lito ship raw ash
without any wear guarantees.

To perform de-indirection of ash-based SSDs, our rst te@jue is to re-
move the need for SSD-level address mapping with a new aterfallechameless
writes. This interface removes the need for SSDs to create and araitd indirec-
tion mappings. Our second technique is to have the SSD argydtm both create
their indirection and operate (largely) unmodi ed, and g2 tool called “ le sys-
tem de-virtualizer” to occasionally walk through the lestgm and remove the
SSD-level indirection. We next introduce these techniques

1.3 De-indirection with Nameless Writes

Our rst technique to perform de-indirection for ash-bas&SDs is a new inter-
face which we terrmameless writef95]. With nameless writes, the indirection in
ash-based SSDs is directly removeide(, the device never creates mappings for
the data written with nameless writes).

Unlike most writes, which specify both thdatato write as well as aname
(usually in the form of a logical address), a nameless wiitgoly passes the data
to the device. The device is free to choose any underlyingiphlblock for the
data; after the deviceamesthe block (i.e., decides where to write it), it informs
the le system of its choice. The le system then records tlaene in its metadata
for future reads and overwrites.

One challenge that we encounter in designing namelessswsitiie need for
ash-based SSDs to move physical blocks for tasks like weagling. When the
physical address of a block is changed, its correspondiagystem metadata also
needs to be changed so that the proper block can be foundure fidads. There-
fore, for physical address changes, we use a new interfdles caigration call-
backsfrom the device to inform the le system about the addressgea.

Another potential problem with nameless writes is the reigerupdate prob-
lem: if all writes are nameless, then any update to the ldeysrequires a recur-
sive set of updates up the le-system tree. To circumvestghbblem, we introduce



a segmented address spaegéhich consists of a (large) physical address space for
nameless writes, and a (small) virtual address space ftititnaal named writes. A

le system running atop a nameless SSD can keep pointedbstsectures in the
virtual space; updates to those structures do not nedeshitther updates up the
tree, thus breaking the recursion.

Nameless writes offer a great advantage over traditionéésyras they largely
remove the need for indirection. Instead of pretending tthatdevice can receive
writes in any frequency to any block, a device that suppataeless writes is free
to assign any physical page to a write when it is written; liyméng the true name
(i.e., the physical address) of the page to the client abewg,(the le system),
indirection is largely avoided, reducing the monetary aishe SSD, improving
its performance, and simplifying its internal structure.

Nameless writes (largely) remove the costs of indirectigthout giving away
the primary responsibility an SSD manufacturer maintaiwsar leveling. If an
SSD simply exports the physical address space to clienis@istic le system or
workload could cause the device to fail rather rapidly, dyryy over-writing the
same block repeatedly (whether by design or simply througk-gystem bug).
With nameless writes, no such failure mode exists. Becdusal¢vice retains
control of naming, it retains control of block placementdahus can properly
implement wear leveling to ensure a long device lifetime. Meé#eve that any
solution that does not have this property is not viable, asnaaufacturer would
like to be so vulnerable to failure.

We demonstrate the bene ts of nameless writes by portind-thex ext3 le
system to use a nameless SSD. Through extensive analysis@amwated name-
less SSD and comparison with different FTLs, we show the ke the new
interface, in both reducing the space costs of indirectiat improving random-
write performance. Overall, we nd that compared to an SSét tses a hybrid
FTL (one that maps most SSD area at a coarse granularity andlbssea ata ne
granularity), a nameless SSD uses a much smaller fractiomeafory for indirec-
tion while improving performance by an order of magnitudesome workloads.

1.4 Hardware Experience with Nameless Writes

To evaluate our nameless writes design, we built and use@Bregulator. In the
past, most other research on ash-based SSDs also usedationubr emulation
for evaluation [6, 74, 78, 40],

There is little known about real-world implementation &anffs relevant to
SSD design, such as the cost of changing their command dneerf Most such



knowledge has remained the intellectual property of SSDufsaturers [43, 30,
32, 73], who release little about the internal workings dittdevices. This situ-
ation limits the opportunities for research innovation @wnash interfaces, new
OS and le system designs for ash, and new internal managerseftware for
SSDs.

Simulators and emulators suffer from two major sources aféaracy. First,
they are limited by the quality of performance models, whtdly miss important
real-world effects. Second, simulators and emulationnofienplify systems and
may leave out important components, such as the softwask st&d to access an
SSD. For example, our SSD emulator suffers from a few linaitest, including a
maximum throughput (lowest latency) of emulated deviceyiise described in
Chapter 3.

Nameless writes require changes to the block interfaceh management al-
gorithms within the device, the OS storage stack, and theyltem. Thus, evalu-
ating nameless writes with emulation alone may miss impbitsues of nameless
writes. Meanwhile, the nameless writes design is an idaadlidate for studying
the difference between real hardware and simulation or &ioual because of the
changes needed by nameless writes at different storage Tdyerefore, we sought
to validate our nameless writes design by implementing é laardware prototype.

We prototype nameless writes with the OpenSSD Jasmine S&iwaee plat-
form [86]. The OpenSSD evaluation board is composed of codim&SD parts,
including a commercial ash controller, and supports staddstorage interfaces
(SATA). It allows the rmware to be completely replaced, atibrefore enables
the introduction of new commands or changes to existing cant® in addition to
changes to the FTL algorithms. As a real storage device vatfopmance com-
parable to commercial SSDs, it allows us to test new SSD desigth existing
le-system benchmarks and real application workloads.

During prototyping, we faced several challenges not fareds our design and
evaluation of nameless writes with emulation or in publikerk on new ash
interfaces. First, we found that passing new commands fhamlé-system layer
through the Linux storage stack and into the device rmwaased substantial
engineering hurdles. For example, the I/O scheduler musikmhich commands
can be merged and reordered. Second, we found that retuadihgsses with a
write command is dif cult with the ATA protocol, since the maal ATA I/O return
path does not allow any additional bits for an address. Thigtalls from the
device to the host le system as required by the migratiotbeaks turned out to
be challenging, since all ATA commands are sent from the todste device.

To solve these problems, we rst tried to integrate the nasehrites inter-
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faces into the SATA interface and implement all namelestewifunctionality en-
tirely within the rmware running on the OpenSSD board. Hewe it turned out
that passing data from the device to the host OS through tiAei#€rface is ex-
tremely dif cult.

This dif culty led us to a split-FTL design. A minimal FTL orhe device
exports primitive operations, while an FTL within the hos Qses these primi-
tives to implement higher-level functionality. This sgdiésign simpli es the FTL
implementation and provides a convenient mechanism to wookind hardware
limitations, such as limited DRAM or xed-function hardwar

Our evaluation results demonstrate that the namelessswriaedware proto-
type using the split-FTL design signi cantly reduces themuey consumption as
compared to a page-level mapping FTL, while matching théopmiance of the
page-level mapping FTL, the same conclusion we nd with o8DSemulation.
Thus, the split-FTL approach may be a useful method of implging new inter-
face designs relying on upcalls from an SSD to the host.

1.5 A File System De-virtualizer

Nameless writes provide a solution to remove the exceseeirtibn in ash-based
SSDs (and the cost of this indirection) by using a new interfaetween le systems
and ash-based SSDs. Speci cally, with nameless writeg, 1B system sends
only data and no logical address to the device; the deviagedhecates a physical
address and returns it to the le system for future reads. ‘@mahstrated with
both emulation and real hardware that nameless writes sagnily reduce both the
space and the performance cost of SSD virtualization. Heweameless writes
have their own shortcomings.

First, the nameless writes solution requires fundamemahges to the device
I/O interface. It also requires substantial changes in thécé rmware, the le
system, the OS, and the device interface. Our hardware iergerwith nameless
writes demonstrates that they are dif cult to integrateoieiisting systems (see
Chapter 5) and may need a complete redesign of the storage sta

Another problem with nameless writes is that all 1/Os arevidieralized at the
same time when they are written. The overhead of namelegssahius occurs for
all writes. However, such overhead caused by de-indineatam be hidden if de-
indirection is performed at device idle time and not for bé tvrites. An emerging
type of storage systems maintain the device indirectioprlay software [46]. In
such case, the indirection mappings do not need to be renaivi time. Using
techniques like nameless writes to remove indirection rmaygfor all the data can
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turn out to be unnecssary and cause more overhead than needed

To address the problems with nameless writes, we propos€ildesystem
De-Virtualizer (FSDV), a mechanism to dynamically remove the indirection in
ash-based SSDs with small changes to existing systems. bHs& technique
is simple; FSDV walks through the le system structures ahdrges le system
pointers from logical addresses to physical addressesngDsn does not require
changes in normal 1/0Os. Unlike nameless writes which reguall I/0s to be de-
virtualized, the FSDV tool can be invoked dynamically (feaeple, when the de-
vice is idle). We believe that FSDV provides a simple and dyicavay to perform
de-virtualization and can be easily integrated into exgs8ystems.

One major design decision that we made to achieve the goajratndic de-
virtualization is the separation of different address sgaand block status within
a le system. Initially, the le system allocates logical @eksses on top of a vir-
tualized device in the traditional way; all blocks are in thgical address space
and the device uses an indirection table to map them tal¢vice address space
FSDV then walks through and de-virtualizes the le systenfteAvards, the de-
virtualized contents are in thghysical address spa@nd corresponding mappings
in the device are removed. The le system later allocatesamatwrites data for
user workloads; the device will add new mappings for these, dausing blocks to
be mapped from logical or old physical addresses to currevitd addresses.

A block thus can be in three states: a mapped logical blocla@ped physical
block, or a direct physical block. The rst two require ingation mapping entries.
When the mapping table space for them is large, FSDV can lokéato move
data from the rst two states to the direct state. It can alsanvoked periodically
or when the device is idle. FSDV thus offers a dynamic solutiremove excess
virtualization without any fundamental changes to exgtie systems, devices, or
I/O interface.

Another design question that we met is related to how we Ieatidl address
mapping changes caused by the device garbage collectiowesndeveling oper-
ations. During these operations, the device moves ashgtgeew locations and
thus either changes their old mappings or adds new mappintiey originally
were direct physical blocks). In order for FSDV to procesd esmove the map-
pings caused by these operations, we choose to associatbleek with its inode
number and record the inode number if the device moves thiskkdnd creates a
mapping for it. Later, when FSDV is invoked, it processes tlag correspond-
ing to these inode numbers and removes the mappings creatadde of garbage
collection or wear leveling.

We change the write interface to let the le system send ttwlénnumber
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associated with a block when writing it. Though this chargyenade to a normal
I/O interface (something we try to avoid), it only changes fbrward direction
(from the le system to the device). As will be described irapter 5, the direction
from the device to the le system turns out to be the major clifity when changing
the interface with existing hardware and software stackerdfore, we believe that
our change to the write interface for FSDV is a viable onehmfuture, we plan to
explore other options to deal with address mapping charmesed by the device.
We implemented FSDV as a user-level tool and modi ed the drt3ystem

and the SSD emulator for it. The FSDV tool can work with botmaunted and
mounted le systems. We evaluate the FSDV prototype with noidoenchmarks
and show through emulation that FSDV signi cantly reducks tost of device
virtualization with little performance overhead. We alsaifid that by placing most
of the functionality in FSDV, only small changes are needethe le system, the
OS, the device, and the I/O interface.

1.6 Overview

The rest of this dissertation is organized as follows.

Background: Chapter 2 provides a background on ash memory, ash-
based SSDs, le systems, and the ext3 le system.

Flash-based SSD Emulator:Before delving into our solutions to remove
excess indirection in ash-based SSDs, we rst present im@ér 3 a ash-
based SSD emulator that we built for various ash-relateskagch and the
research work in this dissertation. As far as we know, welagerst to build
and use an SSD emulator for research work; all previous rdseges SSD
simulators. We describe the challenges and our solutiobsikd an accurate
and exible SSD emulator.

De-indirection with Nameless Writes: Our rst solution to remove excess
indirection in ash-based SSDs is the new interface, nasselerites. Chap-
ter 4 discusses the design of the nameless writes interfat¢he changes
needed in the le system and in the SSD for nameless writesmeiess

writes largely reduce the indirection memory space cost @artbrmance

overhead in SSDs.

Chapter 5 describes our efforts to build nameless writegalhardware, the
challenges that we did not foresee with emulation, and dutisas to them.
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De-indirection with a File System De-Virtualizer: Our second solution
for de-indirection in ash-based SSDs is the mechanism ofieasystem de-
virtualizer (FSDV). Chapter 6 describes our design of thB¥ &echanism.
The FSDV mechanism requires no or few changes to the I/Cianerthe OS
and le system, and the SSD, yet is able to dynamically redneéndirection
in ash-based SSDs.

Related Work: In Chapter 7, we rst discuss systems that exhibit excess
indirection and other efforts to perform de-indirection.eWien present re-
search work in ash memory and storage interfaces that dedekto this
dissertation.

Conclusions and Future Work: Chapter 8 concludes this dissertation with
a summary of our work, the lessons we have learned, and asdiscuof
future work.
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Chapter 2

Background

This chapter provides a background of various aspects thahtegral to this dis-
sertation. First, since we focus on removing the excessdaitibn in ash-based
SSDs, we provide a background discussion on ash memory ast-based SSDs,
their internal structures and the softwares that manags.thée then describe the
basics of le systems with a focus on the ext3 le system; wekmearious changes
to ext3 to achieve the goal of de-indirection. Finally, weadiss the block interface
between host OSes and block devices and the SATA interfatmatogy which
supports the block interface.

2.1 Flash-based SSD: An Indirection for Flash Memory

We now provide some background information on the relevapeets of NAND
ash technology. Speci cally, we discuss their internatustture, NAND- ash-
based SSDs, and the software that manages them.

2.1.1 Flash Memory and Flash-based SSDs
NAND Flash Memory Internals

Figure 2.1 illustrates the internals of a NAND ash memoryi.c&d NAND ash

memory cell (representing a bit) contains a oating gate YIM®SFET [80, 20].
Each gate can store one (SLC) or more (MLC/TLC) bits of infation. The FG
is insulated from the substrate by the tunnel oxide. Afteharge is forced to
the FG, it cannot move from there without an external forcexceSs electrons
can be brought to (program) or removed from (erase) a celiallysperformed
by the Fowler-Nordheim (FN) tunneling. After a page is venitt(programmed),
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Figure 2.1:Internals of A Flash Memory Cell. This graph illustrates what a NAND
ash memory cell looks like. There are two transistor gatesntrol and oating), which
are insulated by thin layers of oxide layer. The number aoftedes in the insulated oating
gate determines the bit or bits (SLC or MLC/TLC) of the ceb. change the amount of
electrons in the oating gate, voltages between the corgatke and source or drain are
applied.

it needs to be erased before subsequent writes. Dependitige amount of the
charges stored in the FG, a cell can be in two or more logietést A cell encodes
information via voltage levels; thus, being able to distirsty between high and low
voltage is necessary to differentiate a 1 from a 0 (for SLCrenmltage levels are
required for MLC and TLC) [38]. MLC and TLC are thus denserrit&LC but
have performance and reliability costs.

NAND ash reads and writes are performed at the granularftyash page
which is typically 2KB, 4 KB, or 8 KB. Before writing to a ashage, a larger
sizeerase blockusually between 64 KB to 4 MB) must be erased, which sets all
the bits in the block to 1. Writes (which change some of theol8s) can then
be performed to all the ash pages in the newly-erased bldnkcontrast to this
intricate and expensive procedure, reads are relativedygstforward and can be
readily performed in page-sized units.

Writing is thus a noticeably more expensive process thadimgaFor example,
Gruppet al. report typical random read latencies of & (microseconds), write
(program) latencies of 208 , and erase times of roughly 1500 [37]. Thus, in
the worst case, both an erase and a program are required faeaamd a write will
take more than 100 longer than a read (141in the example numbers above).
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Figure 2.2:Internals of Flash-based SSD.We show the internals of a typical ash-
based SSD, which contains a controller, a RAM space, and af sesh chips.

An additional problem with ash is its endurance [90]. EaciEPRperation
causes some damage to the oxide by passing a current thitoeighitle and plac-
ing a high electric eld across the oxide, which in turn résuh a degradation
in threshold voltage. Over time it becomes increasinglycdif to differentiate a
1 from a 0 [1, 13]. Thus, each ash erase block has a lifetimbictv gives the
number of P/E cycles that the device should be able to perfafore it fails. Typ-
ical values reported by manufacturers are 100,000 cycteSAND SLC ash and
10,000 for MLC, though some devices begin to fail earlientbapected [37, 70].
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Flash-based SSDs

A Solid-state drivdSSD is a storage device that uses (usually non-volatile) mem-
ory for data storage. Most modern SSDs use ash memory asdftegage medium;
early SSDs also use RAM or other similar technology. No hakisdor any device
with mechanical moving parts are used in SSDs. Compareddditnal hard disk
drives HDDs), SSDs have better performance (especially random peaiuce)
and are more shock resistant and quieter. Flash-based 38R&ksa cheaper and
consume less energy than RAM. Thus, they have gained arasingefoothold in
both consumer and enterprise market.

Flash-based SSDs usually contain a set of NAND ash memoigsclan in-
ternal processor that runs SSD-management rmware, anda#l SRAM and/or
DRAM. The processor runs the ash management rmware. Theriral RAM is
used to store the SSD indirection mapping table and somefionex read cache or
a write buffer, too. More details about the SSD rmware andopiag tables will
be discussed in the next section.

The ash memory chips are used to store data persistenthshAinemory are
often organized rstinto ash pages, then into ash erasedis, then into planes,
dies, and nally into ash chips [6]. An out of bandJOB) area is usually associ-
ated with each ash page, storing error correction cdgd€@) and other per-page
information. To improve performancéed., bandwidth), the ash memory chips are
often organized in a way so that multiple ash planes can loessed in parallel [6].
Figure 2.2 gives an illustration of ash-based SSD intemrglanization.

Modern NAND ash-based SSDs appear to a host system as aystoevice
that can be written to or read from in xed-size chunks, mukb lmodern HDDs.
SSDs usually provide a traditional block interface thro®&ATA. In recent years,
high-end SSDs start to use the PCle bus or RPC-like intesféarebetter perfor-
mance and more exibility [31, 65, 72].

2.1.2 Flash Memory Management Software

For both performance and reliability reasons and to prottigetraditional block
I/0 interface, most ash devices virtualize their physicasources using Blash
Translation Layer(FTL) that manages the underlying ash memory and exports
the desired disk-like block interface. FTLs serve two intgot roles in ash-based
SSDs; the rst role is to improve performance, by reducing ttumber of erases
required per write. The second role is to increase theifetdf the device through
wear leveling by spreading erase load across the blocks of the devicdaithee

of any one block can be postponed (although not inde nitely)
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Figure 2.3: lllustration of a Hybrid FTL before a Merge Operation In this
example, there are two log blocks and three data blocks is®ie with a hybrid FTL, each
containing four 4 KB ash pages. The data blocks contain 1ggsain total; the SSD thus
exposes an effective adddress space of 48 KB (4KB) to the OS. The log blocks are full
and a merge operation is triggered. First, to get a free bjdble third data block (LBA 8
to 11) is erased, since all its pages are invalid. The FTL threges logical pages LBA
0 to 3 from their current valid location (two log blocks andeodata block) to the erased
free data block. After the merge operation, the old data kldeftmost data block) can be
erased.

Both of these roles are accomplished through the simplentgat of indirec-
tion. Speci cally, the FTL maps logical addresses (as seethb host system) to
physical blocks (and hence the name) [42]. Higher-end FEvenoverwrite data
in place [35, 40, 59, 60, 62]; rather, they maintain a set ofiVa” blocks that have
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Figure 2.4:lllustration of a Hybrid FTL after a Merge Operation This gure
gives an illustration of a typical hybrid FTL after a mergeesption. After the merge

operation, the old data block (leftmost data block) has beersed and becomes a free
block.

recently been erased and write all incoming data (in pagedschunks) to these
blocks, in a style reminiscent of log-structured le systefi7]. Some blocks thus
become “dead” over time and can be garbage collected; &xkaning can com-
pact scattered live data and thus free blocks for futureaisag

The hybrid FTLs use a coarser granularity of address mapfisgally per
64 KB to 4 MB ash erase block) for most of the ash memory regi@.g, 80% of
the total device space) and a ner granularity mapping (Ugper 2-KB, 4-KB, or
8-KB ash page) for active data [59, 60]. Therefore, the higltapproaches reduce
mapping table space for a 1 TB SSD to 435 MB, as apposed to 2 Gpintatable
space if addresses are mapped all at 4-KB page granularity.

The page-mapped area used for active data is usually chkdogt block area

the block-mapped area used to store data at their nal looas called thedata
block area The pages in a log block can have any arbitrary logical ad® Log-
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structured allocation is often used to write new data to digeldlocks. The rest of
the device is a data block area used to store data blocksiattadocations. The
pages in a data block have to belong to the same erase @dapked 4-KB pages
in a 256 KB consecutive logical block address range). Theitiyinapping FTL
maintains page-level mappings for the log block area anckdievel mappings for
the data block area.

When the log block area is full, costly merge operations mveked. A merge
operation is performed to free a data blocknbgrgingall the valid pages belonging
to this data block to a new free block; afterwards the old @étak can be erased.
Figures 2.3 and 2.4 illustrate the status of a hybrid SSDrbedad after the merge
operation of a data block (which contains LBAs 0 to 3). Aftdstmerge operation,
two pages in two log blocks are invalidated. To free a log klal the pages
in it need to be merged to data blocks. Thus, such merge omesadre costly,
especially for random writes, since the pages in a log blecklelong to different
data blocks. Therefore, some hybrid FTLs maintain a segldog block for
sequential write streams [60]. When the sequential logkblsdull, it is simply
switched with its corresponding data block.

Hybrid FTLs also perform garbage collection for data bloakken the total
amount of free data blocks are low. The merge operationsetetrfree a data
block are the same as described above. To reduce the costlofnserging, a
victim data block is often chosen as the data block that hadehst amount of
valid data.

FTLs also performwear leveling a technique to extend the life of SSDs by
spreading erases evenly across all blocks. If a block ammtadt data, it will be
written to and erased more often and approaches its lifdiimiefaster than blocks
with cold data. In such case, a wear leveling operation aaplgiswap the block
containing hot data with a block containing cold data [6]teAthis operation, the
corresponding mapping table is updated to re ect the nevsjglay addresses of the
swapped data—another reason for indirection in ash-b&®0s. In order for the
FTL to know the erase cycles and temperature of a block, Wisée keep certain
bookkeeping. Most FTLs maintain an erase count with eacbkbl@o measure
the temperature of a block, a simple technique is to recadithe when any of
the pages in a block is last accessed. A more accurate methodrécord the
temperature of all the pages in a block; this method requireie space with each
ash page to store the temperature information.

In summary, ash-based SSDs are a type of virtualized stodayice, which
uses indirection to hide its internal structures and opmratand to provide a tradi-
tional block 1/O interface.
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2.2 File System: An Indirection for Data Management

File systems are software systems that organize data anti@ran easy-to-use
abstract form for storage devices [10].

Most le systems view a storage device as a contiguloggcal address space
and often divide it into x-sized blocks (e.g. 4 KB). Data bks are rst structured
into les; les are then organized into a hierarchy of diredes. To manage data
with such structures, le systems keep their own metadaieh) as block pointers to
identify blocks belonging to a le, le size, access rightsd other le properties.

File systems serve as an indirection layer and map data flemnd le offsets
to logical addresses. A data block is read or written withé@®sffset. File systems
allocate logical block addresses for new data writes. Bisnare often used to
track the allocation status of the device; a bit represettgieal block address and
is set when the block is allocated. Accordingly, le systepesform de-allocation
for deletes and truncates, and unset the bit in the bitmag siFstems also perform
allocation and de-allocation for le system metadata innailsir way as data alloca-
tion and de-allocation. For reads and (in-place) overwrite systems look up the

le system metadata and locate their logical block addres€gertain le system
metadata (e.g., superblock, root directory block) haved kecations so that they
can always be found without any look-ups.

2.2.1 The Ext3 File System

We now give a brief description of a concrete example of lestgyn, theext3
le system. Ext3 is a classic le system that is commonly usednany Linux
distributions [10]; thus, we choose to use ext3 in all ourkgan this dissertation.

A lein ext3 is identi ed by the structure ofnodewith a uniqueinode number
Ext3 uses a tree structure of pointers to organize data i.aThe inode can be
viewed as the tree root, it points to a small numbeg{( twelve) of data blocks.
When the le is bigger than this amount of data, the inode alsiots to anndirect
block which in turn points to a set of data blocks. If the le is evaigger,double
or triple indirect blocks are used which points to one or two leveladirect blocks
and eventually to data blocks.

The address space in ext3 is split into block groups, eactarng equal size
of blocks. Each block group contains a block group desariptdata block bitmap,
an inode bitmap, an inode table, indirect blocks, and daiakisl Ext3 uses the
bitmaps for data and inode allocation and de-allocatiome®@ories are also stored
as les. Each directory contains the informatiang, le/subdirectory name, inode
number) of the les or the subdirectory in the directory. @ig 2.5 illustrates the
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Figure 2.5:An lllustration of the Ext3 File System. This gure shows a simple
illustration of the ext3 le system data structures and askdayouts. In the top part of
the graph, we show the directory and le tree. This exampéehhs one level of indirect
blocks and is pointed to directly by the root directory. Thtbm part of the graph shows
the layout of the ext3 block group.

directory, le, and block group structures of ext3.

Ext3 also provides reliability and fast recovery through tachnique of jour-
naling. Ext3 has three journaling modes: journal mode whetb metadata and
data are written to the journal, ordered mode where only dag¢geais journaled but
data are guaranteed to be written to disk before metadate ijotirnal are written,
and writeback mode where only metadata is journaled ane ikavo ordering of
metadata and data writes. We choose the ordered mode in thdwibis disser-
tation, since it is a widely used journaling mode.

In summary, le systems such as ext3 organize data into l& dinectory struc-
tures and provide consistency and reliability through tehhique of indirection
(in the form of le system metadata). File system metadataesas the means of
le system indirection. However, there are certain space performance cost to
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maintain this indirection. Combined with the indirection ash-based SSDs, we
see excess indirection with a le system running on top of &S

2.3 Block Interface and SATA

Most ash-based SSDs work as block devices and connect t@®dosts using
theblock interface The block interface is also the most common interface foeot
storage devices such as hard disks. Thus, in this sectionvera dprief background
description of the block interface and a particular har@éwaterface that supports
the block interface: the SATA interface.

The block interface transfers data in the form of x-sizeddKs between a
block device and the host OS. All reads and writes use the &dmok size. The
block interface exposes a single address space (the l@gidaéss space) and sup-
ports sequential and random access to any block addressefoclAl/O is sent
from the OS to the device with its block address, a buffer tmesthe data to be
written or read, and the direction of the I/©Oe(, read or write). The OS expects a
return from the block interface with the status and errohef ¥O and the data to
be read.

SATA Interface

The SATA (Serial Advance Technology Attachment) interfecea common inter-
face that works with block devices [85]. It is a replacemeantthe older PATA
(Parallel ATA) interface and uses serial cable for host eation. There are three
generations of SATA: SATA 1.0 whose communication rate %3hit/s, SATA 2.0
(3 Ghit/s), and SATA 3.0 (6 Gbhit/s).

The SATA interface technology uses layering and containgraé layers on
both the transmit (host OS) and the receive (device) sidet@sn in Figure 2.6.
The application and command layers receive commands frerndst or the device
and then set up and issue commands to the lower layers. Tisptnd layer is re-
sponsible for the management of Frame Information Strast(iflSes). It formats
and passes FISes to the link layer. The link layer convetsidto frames and pro-
vides frame ow control. Finally, the physical layer penfos the actual physical
transmission.

ATA commands can be classi ed into /O commands and non-datamands.
Within 1/0 commands, there are both PIO (Programmed 10) aMALQDirect
Memory Access) read and write commands. Both PIO and DMA B@mands
have similar forms. The input elds (from host to device) lume the command
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Figure 2.6:Layered Structure of SATA. This graph demonstrates the layers in the
SATA technology. On both the host and the device side, thergalayers: application,
command, transport, link, and physical layers. The phydager performs the actual
physical communication.

type, the logical block address and the size of the I/O rdgaesl the device. The
return elds (from device to host) include the device, ssahits, error bits, and
possibly the error LBA. The status bits represent the statuke device é.g, if
busy). For a normal I/O command return, only the status b#&sat. The error bits
encode the type of error the command encounters. If thereésrar {.e., error bits
are set), then the rst logical block address where the evoours is also returned
to the host.

The non-data commands in ATA are used for various purposeh, as device
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con gurations, device reset, and device cache ush. Thaiinplds of the non-
data commands may include features, LBA, sector countcdeand command.
The output elds may include status, error, LBA, and size.

In summary, the block interface is a simple and convenidatfiace for reading
and writing in xed block size to storage devices. The hartevanterface that
supports block 1/0s is more complex; the SATA interface tedbgy uses multiple
layers on both host and device sides. The SATA interface lasoa strict set of
command protocols and is thus dif cult to change.

2.4 Summary

In this chapter, we give different pieces of background ffer test of the disserta-
tion.

We rst discuss the technology of ash memory and ash-ba&f8Ds, their
internals and the software that controls and manages theoh. sdftware layer uses
indirection to hide the internal structures and operatmnash-based SSDs. With
this indirection, a block is mapped from its logical addresgs physical address.
In this process, the SSD software performs allocation impthesical address space.

We then give a brief overview of le systems and a particulzaraple le
system, the Linux ext3 le system. The le system is anothevdl of indirection
to map a block from its le and le offset to its logical addres The le system
performs allocation in the logical address space. Thus,egeeadundant levels of
address allocation and indirection mappings.

Finally, we describe the interface between the le systemt the typical ash-
based SSDs: the block interface and the SATA technology.
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Chapter 3

A Flash-based SSD Emulator

Because of the increasing prevalence of ash-based SSDsang unsolved prob-
lems of them, a large body of research work has been condunctied recent years.
Most SSD research relies on simulation [6, 40, 74].

Simulation is a common technique to model the behavior oftesy. A storage
device simulator often takes an I/0O event and its arrivagtas its input, calculates
the time the 1/O is supposed to spent with the device, andnetiis time as out-
put [15]. A model of a certain device is usually used to caltailthe /O request
time. Simulation provides a convenient way to evaluate nesigh and is relatively
easy to implement and debug.

Over the past years, a few SSD simulators have been built aoigsped. The
Microsoft Research's SSD simulator is one of the rst puli§D simulators and
operates as an extension to the DiskSim framework [6]. Thg PBshSim is
another SSD simulator that operates with DiskSim and irckel/eral page-level,
block-level, and hybrid FTLs [53]. Leet al. built a stand-alone SSD simulator
with a simple FTL [56].

These SSD simulators have been used extensively in manyesgarch works [6,
40, 22, 96]. However, simulation has its own limitationstrsEisimulators cannot
be used directly to evaluate real workloads on real systdResl workloads and
benchmarks have to be converted speci cally for a simulatarthis process of
transitioning, different aspects of the workloads and tystesn can be lost or al-
tered. Second, with simulation, many real system propedied interfaces are
simpli ed. For example, it is dif cult to model multithreddg behavior with a
simulator. Thus, simulation alone is not enough for all eatibn situations and
requirements.

Emulation provides another way to evaluate a storage desistorage device
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emulator tries to mimic the behavior of a real device. Fongxea, it returns an I/O
request at the same wall clock time as what the real devicédweturn. A device
emulator also uses a real interface to the host OS. Real gamkland benchmarks
can thus run directly on an emulator. Device emulation is #specially useful to
evaluate the interaction of host OS and the device.

Accurate emulation is dif cult because of different realssym effects, con-
straints, and non-deterministic nature [36]. The majotlehge in implementing
an SSD emulator is to accurately model the SSD performanuehvws much closer
to CPU and RAM than traditional hard disks.

We implemented an SSD emulator and use it throughout diffgrarts of this
dissertation. The overall goal of our emulation effort idtoable to evaluate new
designs €.g, SSD de-indirection) using important metrics with comm&ibhard-
ware con gurations. We leverage several techniques toaedarious computa-
tional overhead of the emulator.

Because of the dif culty in building an always-accurate ¢ator and the lim-
ited knowledge of the internals of real SSDs, we do not aimuitdban always-
accurate emulator that works for all metrics and all SSD gomations. The goal
of our emulator is not to model one particular SSD perfectly to provide in-
sight into the fundamental properties and problems of @ifietypes of SSD FTLs.
For example, our emulator can accurately emulate writeopmdnce for common
types of SSDs, but not read performance; writes are theebeitk to most SSDs
and the focus of this dissertation.

As a result, we built a exible and generally accurate SSD ktaow, which
works as a block device with the Linux operating system. Quatumtion results
show that our SSD emulator has low computational overheddsaaccurate for
important metrics and common types of SSDs. As far as we kwevare the rst
to implement an SSD emulator and use it to evaluate new design

The rest of this chapter is organized as follows. We rst d&cour design and
implementation of our SSD emulator in Section 3.1. We thes@nt the evaluation
results of the emulator in Section 3.2. Finally, we dischsdimitations of our SSD
emulator in Section 3.3 and summarize this chapter in Seéti.

3.1 Implementation

We built a ash-based SSD emulator below the Linux block fayie processes
block 1/0 requests sent from the le system. The SSD emulbts the standard
block interface to the host OS and can be used as a traditiboeht device. Inter-
nally, we implemented the emulator as a Linux pseudo blogicde
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Our goal is to have a generally accurate and exible SSD etoulso that
different SSD and host system designs can be evaluated @dthworkloads and
benchmarks. Since the latency and throughput of modernbased SSDs is much
closer to those of RAM and CPU than hard disks, the main alngdigo build an
SSD emulator is to accurately emulate the performance di-tzmsed SSDs and
minimize the computational and other overhead of the emwuldt is especially
dif cult to emulate the parallelism in a multi-plane SSD.rFexample, if a single
I/O request takes 108, then parallel 10 requests to 10 SSD planes will have the
effect of nishing 10 requests in 108. In the former case (single request), the
emulator only needs to nish all its computation and othergaissing of a request
within 100s , while in the later case, the emulator needs to nish 10 retaia the
same amount of time. Thus, reducing the computational eestof the emulator
is important.

We now describe the design and implementation of our SSDaoruhnd our
solution to the challenges discussed above.

3.1.1 Mechanism

We use three main techniques to build an ef cient and aceueatulator. First,
we store all data in main memory, including le system metadand data, FTL
address mapping table, and other data structures used bynilator. Second, we
separate the data storage and the device modeling oper&titmo threads. Third,
we avoid CPU time as much as possible at the probable costrabnysoverhead.

Our original implementationOesign 3 used a single thread to perform all
tasks, including storing or reading data from memory anduate request re-
sponse time by modeling the SSD behavior. Doing so made thetime spent
by the emulator for a request higher than the request resdons. Therefore, we
separate the emulator into two parts in our next dediggsign 3; each part uses
a single thread. The major thread is a thread passed fronmetimelkwith a block
I/0 request. It rst makes a copy of each request and placesadpy on a request
gueue. It then performs data storage for the request. Wehislthread the data
storage thread. We use another thread that takes requesttieorequest queue,
models SSD behavior, and calculates the response time oédnest.

The data storage thread is responsible for storing an@vetg data to or from
memory. Initially with Design 2, we implemented the dataate thread in a way
that for each write, it allocates a memory space, copiesdktetd be written at the
allocated space, and keeps a mapping in a hash table. THenraptation turned
out to be too costly in computational time. Insteadiesign 3(our nal design),
we pre-allocate all the memory space for the emulated deiceassociate each
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Figure 3.1:Design of the SSD Emulator. This gure describes the basic architecture
of the SSD emulator, which contains two threads, the data siioead and the SSD model-
ing thread. When an 1/O request is received from the le systihe main thread makes a
copy of it and passes both copies to the two threads to penfioemory store/retrieval and

SSD simulation. When both threads nish their processihg,request is returned to the
le system.

ash page in the emulated SSD statically with a memory slotofigh an array
table). Reading and writing thus simply involve an arrayklap and memory
copy. In this way, no memory allocation or hash table looksupecessary for each
I/0 request. Figure 3.1 illustrates the nal design of ouD&Snulator.

The SSD modeling thread models SSD behavior and maintaitB@ ueue
of /0 requests that are passed from the main thread. Forl&ackquest, its logi-
cal block address, its direction, and its arrival time arespd to an SSD simulator.
The SSD simulator simulates SSD behavior with a certain Fid@lculates the
response time of the request. The SSD model is a separateonentpand can be
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replaced by other models. We implemented the SSD simulasedon the PSU
objected-oriented SSD simulator codebase [11]. The PSU&8Bbase contains
the basic data structures and function skeletons but nemmghtation of FTLs, ad-
dress mapping, garbage collection, wear leveling, or l/@lfgism and queueing;
we implemented these functionalities. We will discuss nuetils about our SSD
model and its FTLs in the next section.

To accurately emulate the response of an I/O request, wartisger, a high-
resolution and high-precision Linux kernel timer, to set thme the SSD is sup-
posed to nish the I/O request. When the SSD model returnsdbponse time, if
it is larger than the current time, then we set the hrtimers® this response time.
Otherwise, the hrtimer uses the current time.(it expires immediately). The lat-
ter case happens when the computation time of the SSD motiber than the
(modeled) latency of an I/O request; in this case, the emulail not be able to
accurately emulate the performance of the modeled SSDefdret it is important
to minimize the computation in the SSD model when implermgntihe SSD FTLs.

An 1/O request is considered nished when both the data gmthread and the
modeling thread have nished their processing of the 1/0e Bhta storage thread
is considered nished with its processing when it has staedead the I/O data
to or from memory. The modeling thread is considered niskdten the timer
expires. Both threads can return the I/O request to the twbsn the other thread
and itself have both nished their processing. We maintairidenti er with each
I/0 to indicate if a thread has nished processing it.

3.1.2 SSD Model

We now discuss our implementation of the SSD simulator andwe model SSD
hardware structures and software FTLs. Figure 3.2 illtestréhe architecture of
the modeled SSD.

We model the SSD internal architecture in the following wBye SSD contains
a certain number of packages ( ash chips); each packageiosrd set of dies; each
die has a set of planes. A plane is the unit for I/O parallelignplane contains a
set of ash erase blocks, which are the unit of the erase tiperaAn erase block
contains a set of ash pages, which are the units of reads artdsw There is
also an OOB area with each ash page, which is used to storpaupr metadata,
such as the logical block address of the page and the pagebimliThe logical
block address is used to construct the address mappingdabiey SSD start up
and recovery. The valid bit is used during garbage colleciod wear leveling. A
real SSD also usually stores EEC bits in the OOB area; we dmodel the error
correcting behavior of the SSD. We also store certain infdionm with each erase
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Figure 3.2:Structures of the SSD Model. This gure describes the internal structures
of the SSD model. At different circled numbers, there afermint types of delay (example

values in Table 3.1).

block, such as the last update time of the block. The update i used during
wear leveling to identify the temperature of the data in @asemblock.

We model the SSD rmware with two FTLs, a page-level mappifid-fand a
hybrid FTL. Both FTLs make use of multiple planes and paliakel/O requests to
as many planes as possible. To minimize CPU time, we use taindsy instead of
hash table to store all the FTL mapping tables. To reduce atatipnal time, we
also maintain a free block queue, so that a full scan is natired to nd a new
block. We now discuss more details that are speci c to each &Td the garbage
collection and wear-leveling operations of both FTLs.
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Page-level FTL

The page-level mapping FTL keeps a mapping for each datalggeen its logi-
cal and physical address. For writes, the page-level mggpii. performs alloca-
tion in a log-structured fashion. The FTL maintains an acblock in each plane
and appends new writes to the next free page in the block. Thealso paral-
lelizes writes in round-robin order across all the planes. rEads, the page-level
mapping FTL simply looks up its mapping table and nds its gicgl address; it
then performs the read from this physical address.

Hybrid FTL

We implemented a hybrid mapping FTL similar to FAST [60], alhiuses dog
block areafor active data and data block aredo store all the data. One sequential
log block is dedicated for sequential write streams. All titeer log blocks are
used for random writes. The rest of the device is a data bloek ased to store
data blocks at their nal locations. The pages in a data blogke to belong to
the same erase block.f, 64 4 KB pages in a 256 KB consecutive logical block
address range). The pages in a random-write log block cae aay arbitrary
logical addresses. We choose to use log-structured dthoctat write random data
to the log blocks. The hybrid mapping FTL maintains pagellenappings for the
log block area and block-level mappings for the data bloelaar

Garbage Collection and Wear Leveling

We implemented a simple garbage collection algorithm andhple wear-leveling
algorithm with both the page-level mapping and the hybrigopirag FTLs.

The garbage collection operation is triggered when the murobfree blocks
in a plane is low. The garbage collector uses a greedy metmbdezycles blocks
with the least live data. During garbage collection, bloakis all invalid pages are

rst selected for recycling. The garbage collector simplases them. The block
with the greatest number of invalid pages is then selectbd.valid pages in these
blocks are written out into a new block. For the page-leveppiag FTL, the valid
pages are simply written into any free space on any plane lj@ese to parallelize
these writes to different planes). For the hybrid mapping,R® garbage collect a
data block, a merge operation is triggered; the valid pagegither copied from
the old data block or current log blocks into a new free block.

We implemented a wear-leveling algorithm similar to a poergi algorithm [3].
The wear-leveling algorithm is triggered when the overabwof the SSD is high.
The SSD considers both block wear and data temperaturegdinénwear leveling
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operation. A block whose amount of remaining erase cyclésssthan a certain
percentage of the average remaining erase cycles of thiedilothe SSD is consid-
ered for wear leveling. The SSD then selects the block wetttidest data (oldest
update time) and swaps its content with the worm block; tmeesponding address
mapping entries are also updated accordingly. Notice teedlise of the need in
the wear-leveling algorithm, the SSD also keeps track ofdéia temperature in
each block and stores it with the block.

3.2 Evaluation

In this section, we present our evaluation results of our 8MDlator. We begin
our evaluation by answering the questions of how accurateethulator is and
what kind of SSDs the emulator is capable of modeling. Ouromggal of the

emulator is to have low computational overhead so that itazaurately emulate
common types of SSDs with important workloads. After ndiagt the accuracy
and capability of our emulation, we delve into the study ofrendetailed aspects
of the SSD and different FTLs. All experiments are perforroad 2.5 GHz Intel

Quad Core CPU with 8 GB memory.

The followings are the speci ¢ questions we set to answer.

What is the computational overhead of the emulator?

How accurate does the emulator need to be to model an SSD fautia-p
ular metric? Can the emulator model common type of SSDs fpontant
metrics?

What is the effect of multiple parallel planes on the perfante of an SSD?
How does the page-level mapping FTL compare to the hybridomgmone?

What is the performance bottleneck of the hybrid mapping Bt why?

Table 3.1 describes the con gurations we used in our evianaT here are dif-
ferent kinds of latency associated with various SSD infestractures as shown in
Figure 3.2. We use two types of ash memory; SSD1 emulatedder generation
of ash memory and SSD2 emulates a newer generation.

3.2.1 Emulation Overhead

We rst evaluate the computational overhead of our SSD etoularhe compu-
tational overhead limits the type of SSDs the emulator cadehaccurately; if
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Con guration SSD1 | SSD2
SSD Size 4GB 4GB
Page Size 4KB 4KB
Block Size 256 KB | 256 KB
Number of Planes 10 10
Hybrid Log Block Area 5% 5%
Page Read Latency 25s 65s
Page Write Latency 200 s 85s
Block Erase Latency 1500s | 1000s
Bus Control Delay 2s 2s
Bus Data Delay 10 s 10 s
RAM Read/Write Delay 1ls 1ls
Plane Register Read/Write Delay 1 s 1ls

Table 3.1: SSD Emulator Con gurations. Number of planes and amount of hy-
brid log block area use the values in the table as default@dut may vary for certain
experiments.

the 1/0O request time of an SSD is faster than the computaiina taken by the
emulator, then we cannot model this SSD accurately. Thusgaoal is to have an
generally low computational overhead. However, becausieeonon-deterministic
nature of real-time emulation, we allow small amount of ieusl.

To evaluate the computational overhead of the emulator,ngtestudy the total
time spent in the emulator for an 1/0 requést without including the SSD mod-
eled request tim@&gr (i.e, TR = 0). Figure 3.3 plots the cumulative distribution
of the total emulation time of synchronous sequential andoen writes with the
page-level mapping and the hybrid mapping FTLs. We use theutative dis-
tribution, since our goal of the emulator is to have an ovdoal computational
overhead but allow occasional outliers with higher ovethdélae cumulative distri-
bution serves to measure if we meet this goal.

Overall, we nd that the computational overhead of our ertaras low; the
majority of the requests havig= from 25 to 30s for both sequential and random
workloads and for both FTLs. Comparing different workloaasl FTLs, we nd
that random writes with the hybrid mapping FTL has higher katien time than all
the others. There is also a long tail, indicating a small neindb outliers that have
extremely high computational overheagld, 1000 s ). We suspect that the high
computational overhead and outliers are due to the comperations of random
writes (.g, merge and garbage collection) with the hybrid mapping FTL.

To further study the emulator overhead and understand wheteottleneck is,
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Figure 3.4: CDF of Data Store Time. This gure plots the cumulative density of
the time spent at the data store thread using 4 KB sequentiggdswvith the page-level
mapping FTL. The results for the hybrid mapping FTL and fordam writes are similar
to this graph.

we separately monitor the computational and memory store taken by the two
threads in the emulator to process each I/O requiest(d Ty ). The time taken
by the data storage thread includes the time to store or r@adm memory and
other computational time of the thread. The time taken bystBB modeling thread
includes all the computational time taken by it but not thesalcmodeled response
time of the I/O requestlr = 0).

Figure?? plots the cumulative distributions of the time taken by thsadstore
thread. The gure plots the distribution of synchronousisagial writes using the
page-level mapping FTL, but the other workloads and FTL allehsimilar distri-
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Figure 3.5:CDF of time spent by the SSD modeling thread for each 1/0 requst.
We perform sustained synchronous 4 KB sequential and randtiss with the page-level
mapping and the hybrid mapping FTLs. This gure presentsciimaulative density of the
computational spent at the SSD modeling thread. The solidrépresents the SSD model
with the page-level mapping FTL and the dotted line represthre hybrid mapping FTL.

bution; the data store thread is not affected by the SSD nwdgpe of workloads
(as long as the block size in the workloads is the same). Wethatlthe memory
store time has a median of 12 and is lower than the total emulation time. We
also nd that the time taken by the data store thread has d sar&#nce, indicating
that memory store is a stable operation that is not affecyegidikloads or types of
FTLs.

Figure 3.5 plots the cumulative distributions of the timestaby the SSD mod-
eling thread with sequential and random writes and both Hgegevel mapping
and the hybrid mapping FTLs. We nd that the SSD model thre&e$ a median of
27 to 31s for the page-level mapping FTL and 29 to 85for the hybrid mapping
FTL. The SSD modeling time is similar to the total emulationd and is always
bigger than the data store time; the shape of the distribsitid the SSD model time
is also similar to the distributions of the total emulatiome (Figure 3.3). These
ndings indicate that SSD modeling is the bottleneck of theutator.

Similar to the total emulation time, we nd that random wsiteith the hybrid
mapping FTL has higher modeling time and a longer tail th&eioivorkloads and
FTL. We nd that the computational time of the SSD simula®higher with merge
operation and garbage collection operation; these opasatiappen more often and
have higher cost with the hybrid mapping FTL than the pagetmapping FTL.
Fortunately, when an I/O request involves merge or garbaliection operations,
its response time is also higher than a request without thesetions; therefore,
the higher computational overhead is hidden.
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3.2.2 Emulation Accuracy and Capability

After knowing the computational overhead of the emulatas, further study the
accuracy of the emulator and what types of SSDs it is capdl@malating.

In this set of experiments, we include the simulated SSDesgtime of a
requesily in the total emulation timd), . To study the accuracy of the emulator,
we set all requests in an experiment to use a xed SSD reqimstTy (i.e., the
timer in the emulator is always set to return a request atithe of its arrival time
plus Tr). The request timdgr ranges from 0 to 4G . Notice that the request
time does not include the queueing delay, which the SSD doryarforms before
sending a request to the SSD simulator (see Figure 3.1 foerthdator process
ow). Also notice that even though we use a xed SSD requesietj we still let
the SSD simulator perform its calculation as usual.

Figure 3.6 plots the medians of the emulator time for diffiérEx's with se-
guential writes and the page-level mapping FTL. The target tepresents the
xed request time we set with the SSD modé&k(). From the gure, we can see
that when the simulated request time is equal to or less tias ,lthe total time
spent at the emulator is always around26even when the request time isi(,
the emulator returns a request as soon as it nishes bothdte ddore and SSD
modeling computation). When the request time is more thas 1te total time
spent at the emulator is alwayss9 longer than the request time. This ( xed) ad-
ditional time is mainly due to the queueing delay, which isrgbefore a request
goes into the SSD model and thus not included#n Thus, the emulator can ac-
curately model these larger request times, but the lowgsiest time the emulator
can model is 17 .

Figure 3.7 plots the medians of the emulator time for diffiéfig; s with random
writes and the page-level mapping FTL. We nd that the lowesjuest time the
emulator can model is 19 .

Similarly, we perform sequential and random writes with tiybrid mapping
FTL and plot the medians of the emulator in Figures 3.8 and\8® nd that the
lowest request time the emulator can model issl$or sequential writes and 2&
for random writes.

From the above experiments, we see that the emulator ha# afiaminimum
request time that it is capable of emulating accurately bseaf the computational
overhead observed with the emulator (from 17 to2for different workloads and
FTLs).

Since we model SSDs with parallel planes, we must take inteideration the
implication of such parallelism on emulation. With parbjdanes, the emulator
needs to nish processing multiple requests.(one for each plane) in the unit time
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Figure 3.7: Medians of Emulation Time with Random Writes and the page-
level mapping FTL. The SSD simulator uses a fake xed modeled request Tigne
(0 to 40 s) for all requests in an experiment. For each experiment, esgom sustained
synchronous 4 KB random writes (within a 2 GB range) and dakeithe median of the em-
ulation timeTg . The “Target” line represents the target SSD model requiest Ty . This
model time does not include any queueing effect. The dotteddpresents the minimal
SSD request time the emulator can emulate accurately.

of a per-plane request. To demonstrate this limitation, leethe area of the SSD
con guration space where our emulator can accurately miodeigure 3.10 (with
sequential writes and the page-level mapping FTL). For ad ®&h 10 parallel
planes, this emulation limit means that the emulator cay acturately model
per-plane request time of 170 or higher. The dot in Figure 3.10 represents the



40

al
o

] 1
— 1
(&) 1
% 401 1
= 1
~ 1
g 304 '
= I
5 20 ,
s .
g 10/ iTarget without Queueing
w 1
19
0 w = : w w
0 10 20 30 40 50

Model Request Time (usec)
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4 KB sequential writes and calculate the median of the erardimeTg. The “Target”
line represents the target SSD model request fiipe This model time does not include
any queueing effect. The dotted line represents the mirh88l request time the emulator
can emulate accurately.
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Figure 3.9:Medians of Emulation Time with Random Writes and the hybrid
mapping FTL. The SSD simulator uses a fake xed modeled requesfliiméto 40s )
for all requests in an experiment. For each experiment, wéopm sustained synchronous
4 KB random writes (within a 2 GB range) and calculate the raedif the emulation time
Te. The “Target” line represents the target SSD model requiesé Ty . This model time
does not include any queueing effect. The dotted line repteghe minimal SSD request
time the emulator can emulate accurately.

write con guration we use in later chapters (Chapters 4 and Vée can see that
the write con guration we choose is within the accurate mmj the emulator.
For other workloads and FTLs, the relationship of numberlafi@s and minimal
per-plane request time is similar. For example, the emultza model per-plane
request time of 211G with random writes and the hybrid mapping FTL. Notice that
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Figure 3.10:Capability of the Emulator This gure illustrates the relationship of
number of parallel planes and the minimal per-plane requiesé that our emulator can
model accurately. The grey area represents the con gurasipace that can be accurately
modeled. The black dot represetnts the con guration we shdor evaluation in the rest

of this dissertation.

random writes in real SSDs are also slower than sequentisdsmwith the hybrid
mapping FTL, which means that the 2%0is suf cient for modeling random write
performance, too.

For most kinds of ash memory, the unit ash page read timedssl than
100 s . Thus, the emulator is not t for accurately modeling astads with typ-
ical number of parallel planes in the SSD. This dissertafaord most other ash
research) focus on improving write performance, which elibttleneck of ash-
based SSDs. The emulator can accurately model ash writbéctishave larger
access time than reads) and is t for the evaluation in thsselitation.

3.2.3 Effect of Parallelism

I/O parallelism is an important property of ash-based SSbat enables better
performance than a single ash chip. We model the I/O pdisiteacross multiple
planes in our SSD emulator. We now study the effect of suchllgism.

Figure 3.11 shows the throughput of sustained 4 KB randortesvivith vary-
ing number of planes for the page-level mapping and hybrigpimg FTLs. We
nd that the random write throughput increases linearlyhamore planes using
the page-level mapping FTL for SSD1. The page-level mappifigallocates new
write across planes in a round robin fashion to paralleli@s ko all the planes; with
more planes, the write throughput is expected to increasehybrid mapping FTL,
we nd that the random write throughput also increases witirerplanes. How-
ever, the effect of increasing planes is not as big as forfageg mapping FTL,
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Figure 3.11: Random Write Throughput with Different Numbers of Planes.
Throughput of sustained 4 KB random writes with differentbers of planes for Page-
Level and Hybrid FTLs. For each data point, we repeat randaiites of a 2 GB le until
the systems go into a steady state.
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Figure 3.12:Random Write Avg Latency with Different Numbers of Planes.
Average latency of sustained 4 KB random writes with diffeneimbers of planes for Page-
Level and Hybrid FTLs. For each data point, we repeat randaiites of a 2 GB le until
the systems go into a steady state.

since the major reason for poor hybrid mapping random wtdopmance is its
costly merge operation and this operation has a high pedioce cost even with
multiple planes.

Looking at SSD2 and the data point from 10 to 20 planes for S$&1 nd
that the write throughput of the SSD emulator attens at ab65 KIOPS. This
result conforms with the SSD emulator performance linoati

We further look at the average request latencies for diftenember of planes
and plot them in Figure 3.12. We nd a similar conclusion astifroughput results:
the random write average latency decreases with more plamesrly for the page-
level mapping FTL and sub-linearly for the hybrid mapping =T
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Figure 3.13: Write Performance of the page-level mapping and the hybrid
mapping FTLs.  All experiments are performed with a 4 GB SSD with 10 parallel
planes using two types of ash memory, SSD1 and SSD2. Alixherienents use 4 KB
block size and are performed in the 4 GB range.

3.2.4 Comparison of Page-level and Hybrid FTLs

The page-level mapping and hybrid mapping FTLs are two mgjoes of FTLs
that differ in the granularity of mappings they maintain glapage granularity for
the page-level mapping FTL and combination of erase block ash page gran-
ularity for the hybrid mapping FTL). We now present the résof comparing the
page-level mapping and the hybrid mapping FTLs, consideiie mapping table
space they use and their write performance.

The mapping table for the 4 GB SSD is 4 MB with the page-levgbpirag FTL
and is 0.85 MB with the hybrid mapping FTL. The page-level piag FTL keeps
a 32-bit pointer for each 4 KB ash page, making the mappitdgaize 4 MB. The
hybrid mapping FTL uses 20% log block area and 80% data bloek. aFor the
log block area, it keeps a mapping for each 4 KB page; for the bick area, it
keeps a mapping for each 256 KB erase block, making the t@pping table size
0.85 MB. Thus, the page-level mapping FTL uses more mapjibig tspace than
the hybrid mapping FTL.

Figure 3.13 presents the write performance results of tigeevel mapping
and hybrid mapping FTLs. The sequential write throughputte page-level map-
ping and hybrid mapping FTLs is similar. But the random wiiteoughput of the
hybrid mapping FTL is much lower than the page-level mapjping. We also nd
that as expected, SSD2 has higher write throughput than $3bth page-level
mapping and hybrid mapping FTLs, since the ash page writeney is lower for
SSD2.
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3.2.5 Study of Hybrid FTL

Since random writes are the bottleneck of the hybrid mappihy, it is impor-
tant to learn the cause of its poor random write performaiiée.now study what
factors affect random write performance and the reasorh®pbor random write
performance.

To closely study random write performance and the opersttbe FTL uses
during random writes, we break down the FTL utilization idifierent operations,
including normal writes, block erases, writes and readindumerge operations,
idle time during merge operations, and other idle time. Fagai14 plots the per-
centage of all these operations on all the planes duringorangrites. Figure 3.15
takes a close look at the operations other than the idle tifge nd that the merge
operations take the majority of the total SSD time and nonwréks only take up
around 3% to 9% of the total time. As explained in Chapter @ ntierge operation
of the hybrid mapping FTL is costly because of the valid datpying and block
erases. Surprisingly, with multiple planes, there is albiga idle time during the
merge operations. While a data page is copied from a planegitire merge op-
eration, other planes can be idle. As a result, the mergeatipes are the major
reason for poor random writes, even though they are not etva@s often as nor-
mal writes (speci cally, it is invoked once per 64 4 KB writesfree a 256 KB log
block).

Since the costly merges are triggered when the log blockiarkdi, the size
of the log block area is likely to affect the random write penfiance of the hybrid
mapping FTL. To study this effect, we change the amount oblogks in Figures
3.14 and 3.15. We nd that with more log blocks, the amount ofrmal write
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Figure 3.16:Random Write Throughput with Different Amount of Log Blocks .
Throughput of sustained 4 KB random writes with differenbant of log blocks in Hybrid
FTLs. For each data point, we repeat random writes of a 1 GBugil the systems go into
a steady state.

operation time increases and the cost of merge operati@wisr] With more log
blocks, there is more space for active data. The merge opeiist is lower, since
more data will be merged from the log block area and less ditithenmerged from
the data block area; the latter is costlier than the former.

Figure 3.16 plots the random write throughput of the hybrapping FTL with
different sizes of log blocks. We can see that the randonewhibughput increases
with more log blocks, conforming with the results in the aigm break-down
analysis. However, more log blocks requires a larger mappable; for exam-
ple, 50% log blocks require a 2.03 MB mapping table, while 268oblocks only
require a 0.85 MB mapping table.
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3.3 Limitations and Discussions

There are certain limitations with our SSD emulator. In thestion we discuss
these limitations.

First, our SSD emulator simpli es certain aspects in a réaDSFor example,
we do not emulate the write buffer and the read cache avaiiabinany modern
SSDs. The interface between the SSD emulator and the host &bisimpli ed
to using the Linux kernel block I/O request interface. InlitgaSSDs usually
use the SATA interface to connect to the host OS and the SAlgkfate is more
complicated and restricted than the kernel block 1/O iatest

Second, we model SSD FTLs based on previous publicationsiandn real
SSDs since there is no public information about details ofiro@rcial SSD inter-
nals. Reverse engineering commercial SSDs may be a vidbkiosoto learn their
internal FTLs. However, our initial effort to reverse enggn a commercial SSD
turns out to be dif cult; we leave it for future work.

Third, even though we use different techniques to reducectimeputational
overhead of the emulator, such overhead still limits theedpef the emulator and
thus the type of SSDs it can emulate accurately. For exarttpgeemulator cannot
emulate a fast ash-based SSD with many parallel planes tebsame reason, it
is dif cult to emulate a DRAM-based SSD or other fast deviegth our emulator.
One possible way to alleviate the computational limitatarthe emulator is to
parallelize the SSD simulator computation across multfJ cores.

Finally, our SSD emulator is implemented as a Linux pseudckbtriver and
does not work with other operating systems.

3.4 Summary

In this chapter, we described the SSD emulator that we larik¥aluation of vari-
ous designs in this dissertation and in other research ors SBi2 emulator works
as a pseudo block device with Linux. Workloads and appbecatican run easily
with the emulator in a real system. The SSD model we use inrnihdagor sim-
ulates different components and operations of typical modaesh-based SSDs.
We implemented two FTLs for the emulator: the page-level pirapFTL and the
hybrid mapping FTL.

A major challenge we found in the process of building the edaulis the dif -
culty in making the emulator accurate with SSD models thatinternal parallism.
We used several different techniques to reduce the compughioverhead of the
emulator so that it can accurately model important types etfies with common
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types of SSDs, even those with internal parallism.

Our evaluation results show that the emulator is reasorfabtyand can accu-
rately emulate most SSD devices. We further study the pagg-napping and the
hybrid mapping FTLs and found that the hybrid mapping FTL pasr random
write performance, mainly because of the costly merge dipasait uses to free
new blocks.
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Chapter 4

De-indirection with Nameless
Writes

When running a le system on top of a ash-based SSD, excedisdation exists
in the SSD and creates both memory space and performandeeadeOne way to
remove such redundant indirection is to remove the need&SEED to create and
use indirection. Such a goal can be achieved by changingGhaterface between
the le system and the SSD.

In this chapter, we introduce nameless writes, a new |/Qfaxte to remove
the costs of the indirection in ash-based SSDs [9, 97]. A elass write sends
only data and no namég€., logical block address) to the device. The device then
performs its allocation and writes the data to a physicatibldress. The physical
block address is then sent back to the le system by the deanckthe le system
records it in its metadata for future reads.

In designing the nameless writes interface, we encountevedmajor chal-
lenges. First, ash-based SSDs migrate physical blockswes of garbage col-
lection and wear leveling; the le system needs to be infatrabout such address
change so that future reads can be directed properly. Sefome use nameless
writes as the only write interface, then there will be a highfgrmance cost and in-
creased engineering complexity because of the behaviecafsive updates along
the le system tree.

We solve the rst problem with anigration callback which informs physical
address changes to the le system, which then updates itadatt to re ect the
changes. We solve the second problem by treating le systatadata and data
differently and use traditional writes for metadata and el@ss writes for data; the
physical addresses of metadata thus do not need to be mtormecorded in the
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le system, stopping the recursive updates.

We built an emulated nameless-writing SSD and ported theX.@xt3 le sys-
tem to nameless writes. Our evaluation results of namelésssaand its compar-
ison with other FTLs show that a hameless-writing SSD useshnhess memory
space for indirection and improves random write perforneasigni cantly as com-
pared to the SSD with the hybrid FTL.

The rest of this chapter is organized as follows. In Sectidnwle present
the design of the nameless write interface.ln Section 4€2skow how to build a
nameless-writing device. In Section 4.3, we describe hopott the Linux ext3
le system to use the nameless-writing interface, and intiSect.4, we evaluate
nameless writes through experimentation atop an emulaetless-writing de-
vice. Finally, we summarizes this chapter in Section 4.5.

4.1 Nameless Writes

In this section, we discuss a new device interface that esabkh-based SSDs
to remove a great deal of their infrastructure for indireicti We call a device
that supports this interfaceNameless-writing DeviceTable 4.1 summarizes the
nameless-writing device interfaces.

The key feature of a nameless-writing device is its abilitpérform nameless
writes; however, to facilitate clients (such as le systénwsuse a nameless-writing
device, a number of other features are useful as well. Incopdat, the nameless-
writing device should provide support for a segmented afdepace, migration
callbacks, and associated metadata. We discuss theseefeatuthis section and
how a prototypical le system could use them.

4.1.1 Nameless Write Interfaces

We rst present the basic device interfacesNdmeless Writesnameless (new)
write, nameless overwrite, physical read, and free.

The nameless write interface completely replaces theiegistrite operation.
A nameless write differs from a traditional write in two inmpeEnt ways. First, a
nameless write does not specify a target addiessg name); this allows the device
to select the physical location without control from theenli above. Second, after
the device writes the data, it returnplysicaladdressi(e., a name) and status to
the client, which then keeps the name in its own structurduftoire reads.

The nameless overwrites interface is similar to the narsdlesw) write inter-
face, except that it also passes the old physical addrg¢s¢sfbe device. The device
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Virtual Read
down: virtual address, length
up: status, data
Virtual Write
down: virtual address, data, length
up: status

Nameless Write
down: data, length, metadata
up: status, resulting physical address(es)
Nameless Overwrite
down: old physical address(es), data, length, metadata
up: status, resulting physical address(es)
Physical Read
down: physical address, length, metadata

up: status, data
Free
down: virtual/physical addr, length, metadata, ag
up: status
Migration [Callback]
up: old physical addr, new physical addr, metadata

down: old physical addr, new physical addr, metadata

Table 4.1: The Nameless-Writing Device Interfaces. The table presents the
nameless-writing device interfaces.

frees the data at the old physical address(es) and themrpsrionameless write.

Read operations are mostly unchanged; as usual, they takgsuhashe physical
address to be read and return the data at that address amasdrstigcator. A slight
change of the read interface is the addition of metadataeiimiput, for reasons that
will be described in Section 4.1.4.

Because a hameless write is an allocating operation, a easielriting device
needs to also be informed of de-allocation as well. Most S®f2s to this interface
as thefree or trim command. Once a block has been freed (trimmed), the device is
free to re-use it.

Finally, we consider how the nameless write interface cdnddutilized by a

typical le-system client such as Linux ext3. For illustiat, we examine the op-
erations to append a new block to an existing le. First, the system issues
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a nameless write of the newly-appended data block to a nasyelgting device.

When the nameless write completes, the le system is inforwfdts address and
can update the corresponding in-memory inode for this lahst it refers to the

physical address of this block. Since the inode has beergedaithe le system

will eventually ush it to the disk as well; the inode must beitien to the device

with another nameless write. Again, the le system waitstfa inode to be writ-

ten and then updates any structures containing a referertice inode. If nameless
writes are the only interface available for writing to therage device, then this
recursion will continue until a root structure is reachedr Fe systems that do

not perform this chain of updates or enforce such orderingh @s Linux ext2,

additional ordering and writes are needed. This probleneofirsive update has
been solved in other systems by adding a level of indirediog, the inode map

in LFS [77]).

4.1.2 Segmented Address Space

To solve the recursive update problem without requiringstarttial changes to
the existing le system, we introduce a segmented addreasespith two seg-

ments (see Figure 4.1): thirtual address spagewhich uses virtual read, virtual
write and free interfaces, and thhysical address spacehich uses physical read,
nameless write and overwrite, and free interfaces.

The virtual segment presents an address space from blotkeghV 1,
and is a virtual block space of sixé blocks. The device virtualizes this address
space, and thus keeps a (small) indirection table to majgsesdo the virtual space
to the correct underlying physical locations. Reads antewio the virtual space
are identical to reads and writes on typical devices. Thentkends an address and
a length (and, if a write, data) down to the device; the dexéqdies with a status
message (success or failure), and if a successful reackdhested data.

The nameless segment presents an address space from btbobgghP 1,
and is a physical block space of sieblocks. The bulk of the blocks in the
device are found in this physical space, which allows tylpieaned reads; however,
all writes to physical space are nameless, thus preverteglient from directly
writing to physical locations of its choice.

We use a virtual/physical ag to indicate the segment a blackn and the
proper interfaces it should go through. The size of the tvgorsnts are not xed.
Allocation in either segment can be performed while therstiis space on the
device. A device space usage counter can be maintainedgqtpose.

The reason for the segmented address space is to enablestensy to largely
reduce the levels of recursive updates that would occur evitihh nameless writes.



53

1-./012345167 &9:7-;12345167
I-./01238.-/57 <1=5257738.-/57
I"HSY%& () * #+, (- &+ 012,"/& ()**#+, ,(-. &+
TR N7 T T & &t | &s|aw| & |&(|& | & |&t] &
I
pAee -
g!_* EIHS |- === -
-] ISHIHY% |- cfe-f- - Ihey
"% H+$43
$&5'+

& et |as|ewle [a|& |a|ar]a

Figure 4.1: The Segmented Address SpaceA nameless-writing device provides a
segmented address space to clients. The smaller virtualespiows normal reads and
writes, which the device in turn maps to underlying physdlisehtions. The larger physical
space allows reads to physical addresses, but only nameiéies. In the example, only
two blocks of the virtual space are currently mapped, VO add®/physical blocks P2 and
P3, respectively.

File systems such as ext2 and ext3 can be designed such ddasimnd other
metadata are placed in the virtual address space. Such demsg can simply
issue a write to an inode and complete the update withoutimgéa modify direc-
tory structures that reference the inode. Thus, the seguemtdress space allows
updates to complete without propagating throughout thectiry hierarchy.

4.1.3 Migration Callback

Several kinds of devices such as ash-based SSDs need tateiggata for reasons
like wear leveling. We propose thaigration callbackinterface to support such
needs.

A typical ash-based SSD performs wear leveling via indireg: it simply
moves the physical blocks and updates the map. With namwiites, blocks in
the physical segment cannot be moved without informing thesystem. To allow
the nameless-writing device to move data for wear levelamgiameless-writing
device usesnigration callbacksto inform the le system of the physical address
change of a block. The le system then updates any metadatdiqgp to this
migrated block.
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4.1.4 Associated Metadata

The nal interface of a nameless-writing device is used tal#e the client to

quickly locate metadata structures that point to data dockhe complete spec-
i cation for associated metadata supports communicatirejasiata between the
client and device. Speci cally, the nameless write commigrektended to include
a third parameter: a small amount of metadata, which is gtergly recorded ad-
jacent to the data in a per-block header. Reads and migrasithacks are also
extended to include this metadata. The associated metadagat with each block

buffer in the page cache as well.

This metadata enables the client le system to readily ifgriihe metadata
structure(s) that points to a data block. For example, i@ @& can locate the
metadata structure that points to a data block by the inod#ey the inode gener-
ation number, and the offset of the block in the inode. Forsystems that already
explicitly record back references, such as btrfs and NoB§E {Be back references
can simply be reused for our purposes.

Such metadata structure identi cation can be used in sktasks. First, when
searching for a data block in the page cache, we obtain thadaiet information
and compare it against the associated metadata of the datestah the page cache.
Second, the migration callback process uses associatedlat@tto nd the meta-
data that needs to be updated when a data block is migratedllyi-iassociated
metadata enables recovery in various crash scenarioshwigevill discuss in de-
tail in Section 4.3.7.

One last issue worth noticing is the difference between #s®@ated meta-
data and address mapping tables. Unlike address mappileg,tdibe associated
metadata is not used to locate physical data and is only ugdkebdevice dur-
ing migration callbacks and crash recovery. Thereforeaiit loe stored adjacent to
the data on the device. Only a small amount of the associa&tddata is fetched
into device cache for a short period of time during migrateatibacks or recov-
ery. Therefore, the space cost of associated metadata ts smatler than address
mapping tables.

4.1.5 Implementation Issues

We now discuss various implementation issues that ariskerconstruction of a
nameless-writing device. We focus on those issues différem a standard SSD,
which are covered in detail elsewhere [40].

A number of issues revolve around the virtual segment. Mopbrtantly, how
big should such a segment be? Unfortunately, its size depesalily on how the
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client uses it, as we will see when we port Linux ext3 to use elags writes in
Section 4.3. Our results in Section 4.4 show that a smallaiisegment is usually
suf cient.

The virtual space, by de nition, requires an in-memory nedtion table. For-
tunately, this table is quite small, likely including siregbage-level mappings for
each page in the virtual segment. However, the virtual addspace could be made
larger than the size of the table; in this case, the devicddimave to swap pieces of
the page table to and from the device, slowing down accesgtuittual segment.
Thus, while putting many data structures into the virtuacspis possible, ideally
the client should be miserly with the virtual segment, inasrtb avoid exceeding
the supporting physical resources.

Another concern is the extra level of information naturaiported by expos-
ing physical names to clients. Although the value of physiganes has been ex-
tolled by others [27], a device manufacturer may feel thahsoformation reveals
too much of their “secret sauce” and thus be wary of adoptirady &n interface.
We believe that if such a concern exists, the device could loah modi ed forms
of the true physical addresses, thus trying to hide the eaddtesses from clients.
Doing so may exact additional performance and space ovdshearhaps the cost
of hiding information from clients.

4.2 Nameless-Writing Device

In this section, we describe our implementation of an eredlatameless-writing
SSD. With nameless writes, a nameless-writing SSD can hasienpler FTL,
which has the freedom to do its own allocation and wear lageliWe rst dis-
cuss how we implement the nameless-writing interfaces hed propose a new
garbage collection method that avoids le-system inteosctWe defer the discus-
sion of wear leveling to Section 4.3.6.

4.2.1 Nameless-Writing Interface Support

We implemented an emulated nameless-writing SSD that pesfdata allocation
in a log-structured fashion by maintaining active bloclat tire written in sequen-
tial order. When a nameless write is received, the deviaxates the next free
physical address, writes the data, and returns the phyaitthess to the le sys-
tem.

To support the virtual block space, the nameless-writingogemaintains a
mapping table between logical and physical addresses deitice cache. When
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the cache is full, the mapping table is swapped out to the sishage of the SSD.
As our results show in Section 4.4.1, the mapping table ditgpical le system
images is small; thus, such swapping rarely happens inipeact

The nameless-writing device handles trims in a manner aintdl traditional
SSDs; it invalidates the physical address sent by a trim canginDuring garbage
collection, invalidated pages can be recycled. The deJv&® iavalidates the old
physical addresses of overwrites.

A nameless-writing device needs to keep certain assoaiaggadata for name-
less writes. We choose to store the associated metadataabh palge in its Out-
Of-Band (OOB) area. The associated metadata is moved tgetth data pages
when the device performs a migration.

4.2.2 In-place Garbage Collection

In this section, we describe a new garbage collection mefhrodameless-writing
devices. Traditional FTLs perform garbage collection oraah block by reclaim-
ing its invalid data pages and migrating its live data pageseiv locations. Such
garbage collection requires a nameless-writing devicaftorm the le system of
the new physical addresses of the migrated live data; theysem then needs to
update and write out its metadata. To avoid the costs of salhacks and addi-
tional metadata writes, we proposeplace garbage collectignwhich writes the
live data back to the same location instead of migrating isirAilar hole-plugging
approach was proposed in earlier work [66], where live datased to plug the
holes of most utilized segments.

To perform in-place garbage collection, the FTL selectswaickate block using
a certain policy. The FTL reads all live pages from the chdsenk together with
their associated metadata, stores them temporarily inersgpacitor- or battery-
backed cache, and then erases the block. The FTL next wrédis¢ pages to their
original addresses and tries to Il the rest of the block withtes in the waiting
gueue of the device. Since a ash block can only be writtenria direction, when
there are no waiting writes to Il the block, the FTL marks tfree space in the
block as unusable. We call such spagasted space During in-place garbage
collection, the physical addresses of live data are notgd@dnThus, no le system
involvement is needed.

Policy to choose candidate block: A natural question is how to choose blocks
for garbage collection. A simple method is to pick blockshaiihe fewest live
pages so that the cost of reading and writing them back isnmweid. However,
choosing such blocks may result in an excess of wasted spaaarder to pick
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a good candidate block for in-place garbage collection, ineta minimize the
cost of rewriting live data and to reduce wasted space dwgarhage collection.
We propose an algorithm that tries to maximize the bene t eniwimize the cost
of in-place garbage collection. We de ne the cost of garbegkecting a block
to be the total cost of erasing the bloCkefase), reading Tpage read) and writing

(Tpagewrite ) live data Nyaiig ) in the block.

cost= Terase + ( Tpageread * Tpagewrite ) Nvaiid

We de ne benet as the number of new pages that can poteyntiadl written
in the block. Bene t includes the following items: the cuntenumber of waiting
writes in the device queud(yai: write ), Which can be lled into empty pages im-
mediately, the number of empty pages at the end of a bINgk:(), which can be
lled at a later time, and an estimated number of future veribased on the speed
of incoming writes Surite ). While writing valid pagesNvaiig ) and waiting writes
(Nwait _write ), New writes will be accumulated in the device queue. We @aatior
these new incoming writes Bipage write (Nvalid + Nwait .write ) Swrite - Since
we can never write more than the amount of the recycled space rfumber of
invalid pagesNinvalia ) Of a block, the bene t function uses the minimum of the
number of invalid pages and the number of all potential neitesir

benefit = min( Ninvaiid ; Nwait write + Niast (4.1)
+Tpage_write (Nvalid + Nwait _write) Swrite) (4-2)

The FTL calculates th&2® ratio of all blocks that contain invalid pages
and selects the block with the maximal ratio to be the garlzadjection candi-
date. Computationally less expensive algorithms coulddselwo nd reasonable

approximations; such an improvement is left to future work.

4.3 Nameless Writes on ext3

In this section we discuss our implementation of namelegeswn the Linux ext3
le system with its ordered journal mode. The ordered jolimpmode of ext3 is
a commonly used mode, which writes metadata to the jourrdivaites data to
disk before committing metadata of the transaction. It ples ordering that can
be naturally used by nameless writes, since the nameléssgnnterface requires
metadata to re ect physical address returned by data writden committing
metadata in ordered mode, the physical addresses of datestdoe known to the
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le system because data blocks are written out rst.

4.3.1 Segmented Address Space

We rst discuss physical and virtual address space separaind modi ed le-
system allocation on ext3. We use the physical address <pastore all data
blocks and the virtual address space to store all metadatztistes, including su-
perblocks, inodes, data and inode bitmaps, indirect blodkectory blocks, and
journal blocks. We use the type of a block to determine wthrdthe in the virtual
or the physical address space and the type of interfacegst thoough.

The nameless-writing le system does not perform allocatid the physical
address space and only allocates metadata in the virtuedssldpace. Therefore,
we do not fetch or update group bitmaps for nameless blockation. For these
data blocks, the only bookkeeping task that the le systeradseto perform is
tracking overall device space usage. Speci cally, the Ystem checks for total
free space of the device and updates the free space courgaravtiata block is
allocated or de-allocated. Metadata blocks in the virtualsical address space
are allocated in the same way as the original ext3 le systidwns making use of
existing bitmaps.

4.3.2 Associated Metadata

We include the following items as associated metadata ofatdack: 1) the inode
number or the logical address of the indirect block that tsoio the data block, 2)
the offset within the inode or the indirect block, 3) the ierageneration number,
and 4) a timestamp of when the data block is last updated atabeid, Items 1 to
3 are used to identify the metadata structure that pointsdata block. Item 4 is
used during the migration callback process to update thadatd structure with
the most up-to-date physical address of a data block.

All the associated metadata is stored in the OOB area of apasgfe. The total
amount of additional status we store in the OOB area is less4B bytes, smaller
than the typical 128-byte OOB size of 4-KB ash pages. Faatglity reasons, we
require that a data page and its OOB area are always writbemclly.

4.3.3 Write

To perform a nameless write, the le system sends the datatlamassociated
metadata of the block to the device. When the device nishesmeless write and
sends back its physical address, the le system updatestddeior the indirect
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block pointing to it with the new physical address. It alsdafes the block buffer
with the new physical address. In ordered journaling modetadata blocks are
always written after data blocks have been committed; thudisk metadata is
always consistent with its data. The le system performsravites similarly. The
only difference is that overwrites have an existing physiciiress, which is sent
to the device; the device uses this information to invaéidae old data.

434 Read

We change two parts of the read operation of data blocks ipliysical address
space: reading from the page cache and reading from thecalhyigivice. To search
for a data block in the page cache, we compare the metadaga (edy., inode
number, inode generation number, and block offset) of thelblo be read against
the metadata associated with the blocks in the page cachie Huffer is not in
the page cache, the le system fetches it from the devicegussphysical address.
The associated metadata of the data block is also sent vathetid operation to
enable the device to search for remapping entries duringelewear leveling (see
Section 4.3.6).

4.3.5 Free

The current Linux ext3 le system does not support the SSB toperation. We
implemented the ext3 trim operation in a manner similar tid.eXrim entries are
created when the le system deletes a block (named or nas)eléstrim entry
contains the logical address of a named block or the phyaddiess of a nameless
block, the length of the block, its associated metadata tlam@ddress space ag.
The le system then adds the trim entry to the current joutrahsaction. At the
end of transaction commit, all trim entries belonging to ttansaction are sent
to the device. The device locates the block to be deletedyubi@ information
contained in the trim operation and invalidates the block.

When a metadata block is deleted, the original ext3 de-atiloe process is per-
formed. When a data block is deleted, no de-allocation i®pmed (i.e., bitmaps
are not updated); only the free space counter is updated.

4.3.6 Wear Leveling with Callbacks

When a nameless-writing device performs wear leveling,igrates live data to
achieve even wear of the device. When such migration happiinslata blocks in
the physical address space, the le system needs to be iefbabout the change
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of their physical addresses. In this section, we describethe nameless-writing
device handles data block migration and how it interacth whe le system to
performmigration callbacks

When live nameless data blocks (together with their astatimetadata in the
OOB area) are migrated during wear leveling, the namelegsigdevice creates
a mapping from the data block’s old physical address to itg plkysical address
and stores it together with its associated metadatanmgaation remapping table
in the device cache. The migration remapping table is uséactde the migrated
physical address of a data block for reads and overwriteghwhay be sent to the
device with the block's old physical address. After the magpas been added,
the old physical address is reclaimed and can be used by futites.

At the end of a wear-leveling operation, the device sendsgaation callback
to the le system, which contains all migrated physical agdes and their asso-
ciated metadata. The le system then uses the associateabatiatto locate the
metadata pointing to the data block and updates it with the pteysical address
in a background process. Next, the le system writes changethdata to the de-
vice. When a metadata write nishes, the le system deletetha callback entries
belonging to this metadata block and sends a response tcetheed informing
it that the migration callback has been processed. Findiby,device deletes the
remapping entry when receiving the response of a migratdiback.

For migrated metadata blocks, the le system does not nebeé informed of
the physical address change since it is kept in the virtudiess$ space. Thus, the
device does not keep remapping entries or send migratidibaclis for metadata
blocks.

During the migration callback process, we allow reads arehwrites to the
migrated data blocks. When receiving a read or an overwrtiting the callback
period, the device rst looks in the migration remappingléato locate the current
physical address of the data block and then performs theestqu

Since all remapping entries are stored in the on-device RA&Rkdre the le
system nishes processing the migration callbacks, we rmayout of RAM space
if the le system does not respond to callbacks or respondsstowly. In such a
case, we simply prohibit future wear-leveling migratiomdilule system responds
and prevent block wear-out only through garbage collection

4.3.7 Reliability Discussion

The changes of the ext3 le system discussed above may casaeiiability
issues. In this section, we discuss several reliabilitygssand our solutions to
them.
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There are three main reliability issues related to namelegies. First, we
maintain a mapping table in the on-device RAM for the virtadtiress space. This
table needs to be reconstructed each time the device powéegloer after a normal
power-off or a crash). Second, the in-memory metadata candogsistent with
the physical addresses of nameless blocks because of aaftaskriting a data
block and before updating its metadata block, or becausecodsh during wear-
leveling callbacks. Finally, crashes can happen duringlace garbage collection,
speci cally, after reading the live data and before writingack, which may cause
data loss.

We solve the rst two problems by using the metadata inforamamaintained
in the device OOB area. We store logical addresses with dagasin the virtual
address space for reconstructing the logical-to-physiddtess mapping table. We
store associated metadata, as discussed in Section 4ith 4)lwmameless data. We
also store the validity of all ash pages in their OOB area. M&intain an invariant
that metadata in the OOB area is always consistent with tteeiddhe ash page
by writing the OOB area and the ash page atomically.

We solve the in-place garbage collection reliability peshlby requiring the
use of a small memory backed by battery or super-capacimic&lthat the amount
of live data we need to hold during a garbage collection dfmerdés no more than
the size of an SSD block, typically 256 KB, thus only addingreab monetary cost
to the whole device.

The recovery process works as follows. When the deviceiitestave perform
a whole-device scan and read the OOB area of all valid aslepag reconstruct
the mapping table of the virtual address space. If a crashtected, we perform
the following steps. The device sends the associated niatad#éhe OOB area
and the physical addresses of ash pages in the physicabasidipace to the le
system. The le system then locates the proper metadatetstas. If the physical
address in a metadata structure is inconsistent, the leesysipdates it with the
new physical address and adds the metadata write to a dedlicahsaction. After
all metadata is processed, the le system commits the tcdiasg at which point
the recovery process is nished.

4.4 Evaluation

In this section, we present our evaluation of nameless switean emulated nameless-
writing device. Speci cally, we focus on studying the foliog questions:

What are the memory space costs of nhameless-writing deg@apared to
other FTLs?
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Con guration Value
SSD Size 4GB
Page Size 4KB
Block Size 256 KB
Number of Planes 10
Hybrid Log Block Area 5%
Page Read Latency 25s
Page Write Latency 200 s
Block Erase Latency 1500s
Bus Control Delay 2s
Bus Data Delay 10 s
RAM Read/Write Delay 1ls
Plane Register Read/Write Delay 1 s

Table 4.2: SSD Emulator Con guration. This table presents the con guration we
used in our SSD emulator. The components for each con guratan be found in Fig-
ure 3.2

What is the overall performance bene t of nameless-writilgyices?

What is the write performance of nameless-writing devicels®v and why
is it different from page-level mapping and hybrid mapping-6?

What are the costs of in-place garbage collection and theneads of wear-
leveling callbacks?

Is crash recovery correct and what are its overheads?

We implemented the emulated nameless-writing device witt5&D emulator
described in Chapter 3. We compare the nameless-writingtétloth page-level
mapping and hybrid mapping FTLs. We implemented the emdilatameless-
writing SSD and the nameless-writing ext3 le system on ab@4kinux 2.6.33
kernel. The page-level mapping and the hybrid mapping SSOlaors are built
on an unmodi ed 64-bit Linux 2.6.33 kernel. All experimergee performed on a
2.5 GHz Intel Quad Core CPU with 8 GB memory.

4.4.1 SSD Memory Consumption

We rst study the space cost of mapping tables used by difte3&D FTLs: nameless-
writing, page-level mapping, and hybrid mapping. The magpable size of page-
level and hybrid FTLs is calculated based on the total sizh®fdevice, its block
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Image Size| Page| Hybrid | Nameless
328MB | 328KB 38KB 2.7KB
2GB 2MB | 235KB 12KB
10GB| 10MB | 1.1MB 31KB
100GB| 100MB | 11MB 251 KB
400GB | 400MB | 46MB 1MB
1TB 1GB | 118MB 2.2MB

Table 4.3:FTL Mapping Table Size. Mapping table size of page-level, hybrid, and
nameless-writing devices with different le system imagé®e con guration in Table 4.2
is used.

size, and its log block area size (for hybrid mapping). A nias®writing device
keeps a mapping table for the entire le system's virtual r@dd space. Since we
map all metadata to the virtual block space in our namelegsiy implementa-
tion, the mapping table size of the nameless-writing deidcdependent on the
metadata size of the le system image. We use Impressiorts @ate typical le
system images of sizes up to 1 TB and calculate their metadads.

Table 4.3 shows the mapping table sizes of the three FTLsdjifttrent le
system images produced by Impressions. Unsurprisinggyptilge-level mapping
has the highest mapping table space cost. The hybrid mapgisga moderate
space cost; however, its mapping table size is still quitgelaover 100 MB for a
1-TB device. The nameless mapping table has the lowest spateeven for a 1-
TB device, its mapping table uses less than 3 MB of space ficdV le systems,
reducing both cost and power usage.

4.4.2 Application Performance

We now present the overall application performance of nesselriting, page-
level mapping and hybrid mapping FTLs with macro-benchmatke use varmail,
leserver, and webserver from the lebench suite [83].

Figure 4.2 shows the throughput of these benchmarks. Wehaebdth page-
level mapping and nameless-writing FTLs perform betten ti@ hybrid mapping
FTL with varmail and leserver. These benchmarks contain89® and 70.6%
random writes, respectively. As we will see later in thigtigeg the hybrid mapping
FTL performs well with sequential writes and poorly with dam writes. Thus,
its throughput for these two benchmarks is worse than therdtkio FTLs. For
webserver, all three FTLs deliver similar performanceg¢siit contains only 3.8%
random writes. We see a small overhead of the namelesswvR{TL as compared
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Figure 4.2:Throughput of Filebench. Throughput of varmail, leserver, and webmail
macro-benchmarks with page-level, nameless-writing,fayimtid FTLs.

N w B a
o o o o

Throughput (KIOPS)
=
o

0

Sequential Random
B Page M Nameless' Hybrid5% /Il Hybrid10%= Hybrid20%

Figure 4.3:Sequential and Random Write Throughput. Throughput of sequential
writes and sustained 4-KB random writes. Random writes amopmed over a 2-GB
range.

to the page-level mapping FTL with all benchmarks, which vilediscuss in detall
in Sections 4.4.5 and 4.4.6.

In summary, we demonstrate that the nameless-writing deadbieves excel-
lent performance, roughly on par with the costly page-leygroach, which serves
as an upper-bound on performance.
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4.4.3 Basic Write Performance

Write performance of ash-based SSDs is known to be much evtitan read per-
formance, with random writes being the performance bat&n Nameless writes
aim to improve write performance of such devices by giving dievice more data-
placement freedom. We evaluate the basic write performafacaur emulated
nameless-writing device in this section. Figure 4.3 shdwesthroughput of se-
guential writes and sustained 4-KB random writes with pieget mapping, hybrid
mapping, and nameless-writing FTLs.

First, we nd that the emulated hybrid-mapping device hasguential through-
put of 169 MB/s and a sustained 4-KB random write throughp&, 830 IOPS. A
widely used real middle-end SSD has sequential throughjpup to 70 MB/s and
random throughput of up to 3,300 IOPS [44].

Second, the random write throughput of page-level mappird) riameless-
writing FTLs is close to their sequential write throughptcause both FTLs allo-
cate data in a log-structured fashion, making random whgdgve like sequential
writes. The overhead of random writes with these two FTLs e&orftom their
garbage collection process. Since whole blocks can becerasen they are over-
written in sequential order, garbage collection has theekiveost with sequential
writes. By contrast, garbage collection of random data mauri the cost of live
data migration.

Third, we notice that the random write throughput of the iylonapping FTL
is signi cantly lower than that of the other FTLs and its owegsential write
throughput. The poor random write performance of the hybrapping FTL re-
sults from the costly full-merge operation and its correspog garbage collection
process [40]. Full merges are required each time a log bedled with random
writes, thus a dominating cost for random writes.

One way to improve the random write performance of hybrigppesl SSDs is
to over-provision more log block space. To explore that, &ey\the size of the
log block area with the hybrid mapping FTL from 5% to 20% of thieole device
and found that random write throughput gets higher as the afizhe log block
area increases. However, only the data block area re eetefflective size of the
device, while the log block area is part of device over-pmning. Therefore,
hybrid-mapped SSDs often sacri ce device space cost faebeindom write per-
formance. Moreover, the hybrid mapping table size increasth higher log block
space, requiring larger on-device RAM. Nameless writegegehsigni cantly bet-
ter random write performance with no additional over-psaing or RAM space.

Finally, Figure 4.3 shows that the nameless-writing FTL loasoverhead as
compared to the page-level mapping FTL with sequential andom writes. We
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FTLs.

explain this result in more detail in Section 4.4.5 and 4.4.6

4.4.4 A Closer Look at Random Writes

A previous study [40] and our study in the last section shoat tandom writes
are the major performance bottleneck of ash-based devivés now study two
subtle yet fundamental questions: do nameless-writingcdevperform well with
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the nameless, and the hybrid FTLs under random writes drdift ranges.

different kinds of random-write workloads, and why do theytperform hybrid
devices.

To answer the rst question, we study the effect of workingsiee on random
writes. We create les of different sizes and perform sustdi4-KB random writes
in each le to model different working set sizes. Figure 4xws the throughput of
random writes over different le sizes with all three FTLs.eWhd that the work-
ing set size has a large effect on random write performannarkless-writing and
page-level mapping FTLs. The random write throughput cge¢tfeTLs drops as the
working set size increases. When random writes are pertbower a small work-
ing set, they will be overwritten in full when the device lind garbage collection
is triggered. In such cases, there is a higher chance of qitdiocks that are lled
with invalid data and can be erased with no need to rewritedata, thus lowering
the cost of garbage collection. In contrast, when randorteware performed over
a large working set, garbage collection has a higher coségitocks contain more
live data, which must be rewritten before erasing a block.

To further understand the increasing cost of random wriseth@ working set
increases, we plot the total amount of live data migratechdugarbage collection
(Figure 4.5) of random writes over different working sekesizvith all three FTLs.
This graph shows that as the working set size of random wini@gases, more
live data is migrated during garbage collection for theskdg; Tesulting in a higher
garbage collection cost and worse random write performance

Comparing the page-level mapping FTL and the namelessagrETL, we
nd that nameless-writing has slightly higher overhead wiilee working set size
is high. This overhead is due to the cost of in-place garbafjeation when there
is wasted space in the recycled block. We will study this bgad in details in the
next section.

We now study the second question to further understand thieofdandom
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writes with different FTLs. We break down the device utitiza into regular
writes, block erases, writes during merging, reads durieggmg, and device idle
time. Figure 4.6 shows the stack plot of these costs ovehi@etFTLs. For page-
level mapping and nameless-writing FTLs, we see that themeajst comes from
regular writes when random writes are performed over a swaking set. When
the working set increases, the cost of merge writes and £raseases and be-
comes the major cost. For the hybrid mapping FTL, the majst ob random
writes comes from migrating live data and idle time duringgiey for all working
set sizes. When the hybrid mapping FTL performs a full metgeads and writes
pages from different planes, thus creating idle time on gdahe.

In summary, we demonstrate that the random write througbiighe nameless-
writing FTL is close to that of the page-level mapping FTL dadsigni cantly
better than the hybrid mapping FTL, mainly because of théycogerges the hybrid
mapping FTL performs for random writes. We also found thahhbwameless-
writing and page-level mapping FTLs achieve better randaitewthroughput when
the working set is relatively small because of a lower gagbaajlection cost.

4.4.5 In-place Garbage Collection Overhead

The performance overhead of a nameless-writing device mmedrom two dif-
ferent device responsibilities: garbage collection andmeveling. We study the
overhead of in-place garbage collection in this sectionvaedr-leveling overhead
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| Metadata| RemapTbl
Workloadl| 2.02 MB | 321 KB
Workload2 | 5.09 MB | 322 KB

Table 4.4:Wear Leveling Callback Overhead. Amount of additional metadata writes
because of migration callbacks and maximal remapping takde during wear leveling
with the nameless-writing FTL.

in the next section.

Our implementation of the nameless-writing device usesasidce merge to
perform garbage collection. As explained in Section 4.&2n there are no wait-
ing writes on the device, we may waste the space that has beently garbage
collected. We use synchronous random writes to study tleash@ad. We vary the
frequency of calling’syncto control the amount of waiting writes on the device;
when the sync frequency is high, there are fewer waitingasiin the device queue.
Figure 4.7 shows the average response time of 4-KB randotesawiith different
sync frequencies under page-level mapping, namelessgyrénd hybrid mapping
FTLs. We nd that when sync frequency is high, the namelessirw device has
a larger overhead compared to page-level mapping. Thiheadris due to the
lack of waiting writes on the device to |l garbage-colledtspace. However, we
see that the average response time of the nameless-writingsFstill lower than
that of the hybrid mapping FTL, since response time is worserwthe hybrid FTL
performs full-merge with synchronous random writes.
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4.4.6 Wear-leveling Callback Overhead

Finally, we study the overhead of wear leveling in a namelestng device. To
perform wear-leveling experiments, we reduce the lifetmhe&SSD blocks to 50
erase cycles. We set the threshold of triggering wear legel be 75% of the
maximal block lifetime, and set blocks that are under 90%hef average block
remaining lifetime to be candidates for wear leveling.

We create two workloads to model different data temperadmck SSD wear:
a workload that rst writes 3.5-GB data in sequential ordad dhen overwrites
the rst 500-MB area 40 times (Workload 1), and a workloadt theerwrites the
rst 1-GB area 40 times (Workload 2). Workload 2 has more hatadand triggers
more wear leveling. We compare the throughput of these wadd with page-
level mapping and nameless-writing FTLs in Figure 4.8. Tireughput of Work-
load 2 is worse than that of Workload 1 because of its moraufretjwear-leveling
operation. Nonetheless, the performance of the namelgssgyvTL with both
workloads has less than 9% overhead.

We then plot the amount of migrated live data during wearliegewith both
FTLs in Figure 4.9. As expected, Workload 2 produces morerdexaling mi-
gration traf c. Comparing page-level mapping to namelesiing FTLs, we nd
that the nameless-writing FTL migrates more live data. Wthemameless-writing
FTL performs in-place garbage collection, it generatesenmoigrated live data, as
shown in Figure 4.5. Therefore, more erases are caused baggacollection with
the nameless-writing FTL, resulting in more wear-levelingocation and more
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wear-leveling migration traf c.

Migrating live nameless data in a nameless-writing devieaies callback traf-
¢ and additional metadata writes. Wear leveling in a harsgleriting device also
adds a space overhead when it stores the remapping tabledgmated data. We
show the amount of additional metadata writes and the maxira of the remap-
ping table of a nameless-writing device in Figure 4.4. We bath overheads to
be low with the nameless-writing device: an addition of s 6 MB metadata
writes and a space cost of less than 350 KB.

In summary, we nd that both the garbage-collection and weagling over-
heads caused by nameless writes are low. Since wear levelimgt a frequent
operation and is often scheduled in system idle periods, xpeda both perfor-
mance and space overheads of a nameless-writing deviceawebdower in real
systems.

4.4.7 Reliability

To determine the correctness of our reliability solutiore wwject crashes in the
following points: 1) after writing a data block and its medsal block, 2) after
writing a data block and before updating its metadata bl8Llkfter writing a data
block and updating its metadata block but before committirgmetadata block,
and 4) after the device migrates a data block because of exggirlg and before the
le system processes the migration callback. In all casaessuccessfully recover
the system to a consistent state that correctly re ects attem data blocks and
their metadata.

Our results also show that the overhead of our crash recqwegess is rel-
atively small: from 0.4 to 6 seconds, depending on the amofiimconsistent
metadata after crash. With more inconsistent metadatavérdead of recovery is
higher.

4.5 Summary

In this chapter, we introduced nameless writes, a new writgface built to reduce
the inherent costs of indirection. With nameless writes, th system does not
perform allocation and sends only data and no logical addethe device. The
device then sends back the physical address, which is stordee le system
metadata.

In implementing nameless writes, we met a few challanged) as the recur-
sive update problem and the device block migration probMm solve these prob-
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lems by introducing address space separation (logical bysigal address space)
and new types of interface (migration callback). Through ithplementation of
nameless writes on the Linux ext3 le system and an emulatedatess-writing
device, we demonstrated how to port a le system to use naselgites.

Through extensive evaluations, we found that namelesesviitrgely reduce
the mapping table space cost as compare to the page-levpeingamnd the hybrid
mapping FTLs. We also found that for random writes, namelases largely
outperforms the hybrid mapping FTL and matchs the pagd-leapping FTL.
Overall, we show the great advantage of nameless writes froim worlds: the
good performance like the page-level mapping FTL and thdlsmeapping table
space that is even less than the hybrid mapping FTL.
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Chapter 5

Hardware Experience of
Nameless Writes

As with most research work of ash memory, we evaluated oun@lass writes
design not with real hardware but with our own SSD emulatamutators and
emulators are convenient and exible to build and use. H@xesimulation and
emulation have their limitations.

The nameless writes design makes substantial changesli@theerface, the
SSD FTL, and the le system. Our SSD emulator lies directiolethe le sys-
tem and talks to it using software function calls, and thuspdies the system
which the nameless writes design is supposed to change ugecé the changes
required by nameless writes at different storage layeragihess writes are an ideal
choice for studying the differences between real hardwgstesis and simula-
tion/emulation, as well as the challenges in building a nnagje interface for real
storage systems.

Therefore, we decided to build a hardware prototype of nagssaelrites and use
it to validate our nameless writes design. In this chapterdigcuss our hardware
experience with implementing nameless writes with the &M Jasmine hard-
ware platform [86], the challenges of building namelessegrivith real hardware,
and our solutions to them [79].

Our evaluation results of the nameless writes hardwarefyme agrees with
the conclusions we made in Chapter 4. nameless writes Yyargelove the excess
indirection in SSDs and its space and performance costs.

The rest of this chapter is organized as follows. We rst diéscthe architec-
ture of the hardware board we use in Section 5.1. We thenshiste challenges
of porting nameless writes to hardware in Section 5.2. Weeureour solutions to
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Figure 5.1:0penSSD Architecture The major components of OpenSSD platform are
the Indilinx Barefoot SSD controller; internal SRAM, SDRAd NAND ash; special-
ized hardware for buffer management, ash control, and mgmuility functions; and
debugging UART/JTAG ports.

these challenges and the implementation of the nameletsswardware prototype
in Section 5.3. In Section 5.4, we evaluate the namelesssinérdware prototype.
Finally, we summarize this chapter in Section 5.5.

5.1 Hardware Platform

We use the OpenSSD platform [86] (Figure 5.1) as it is the mpdb-date open
platform available today for prototyping new SSD desigrsuses a commercial
ash controller for managing ash at speeds close to comrtyo8iSDs. We proto-
type a nameless-writing SSD to verify its practicality amdidate if it performs as
we projected in emulation earlier.

5.1.1 OpenSSD Research Platform

The OpenSSD board is designed as a platform for implemeitmgevaluating
SSD rmware and is sponsored primarily by Indilinx, an SS@nrtroller manufac-
turer [86]. The board is composed of commodity SSD parts:ndilihx Barefoot

ARM-based SATA controller, introduced in 2009 for secondayation SSDs and
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Controller ARM7TDMI-S Frequency 87.5MHz
SDRAM 64 MB (4 B ECC/128B)|| Frequency 175MHz
Flash 256 GB Overprovisioning| 7%

Type MLC async mode Packages 4
Dies/package | 2 Banks/package | 4
Channel Width| 2 bytes Ways 2
Physical Page | 8 KB (448 B spare) Physical Block | 2MB
Virtual Page 32KB Virtual Block 4MB

Table 5.1: OpenSSD device con guration. This table summarizes the hardware
con guration in the OpenSSD platform.

still used in many commercial SSDs; 96 KB SRAM; 64 MB DRAM faosng the
ash translation mapping and for SATA buffers; and 8 slotédivtg up to 256 GB
of MLC NAND ash. The controller runs rmware that can sendagywrite/erase
and copyback (copy data within a bank) operations to the lzestiks over a 16-bit
I/O channel. The chips use two planes and have 8 KB physigm@arhe device
uses large 32 KB virtual pages, which improve performancstihiying data across
physical pages on two planes on two chips within a ash bantas& blocks are
4 MB and composed of 128 contiguous virtual pages.

The controller provides hardware support to acceleratenzamna processing in
the form of command queues and a buffer manager. The commaeks pro-
vide a FIFO for incoming requests to decouple FTL operatifsom receiving
SATA requests. The hardware provides separate read arel sarimand queues,
into which arriving commands can be placed. The queue pesviadast pathfor
performance-sensitive commands. Less common commancis,asATA ush,
idle andstandbyare executed on slow paththat waits for all queued commands
to complete. The device transfers data from the host usirgparate DMA con-
troller, which copies data between host and device DRAMubhoa hardware
SATA buffer manager (a circular FIFO buffer space).

The device rmware logically consists of three componerdsshown in Fig-
ure 5.2: host interface logic, the FTL, and ash interfacgito The host inter-
face logic decodes incoming commands and either enqueesiththe command
gueues (for reads and writes), or stalls waiting for quewsdmands to complete.
The FTL implements the logic for processing requests, anokes the ash in-
terface to actually read, write, copy, or erase ash datae OpenSSD platform
comes with open-source rmware libraries for accessinghhedware and three
sample FTLs. We use the page-mapped GreedyFTL as our hegsilises log
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Figure 5.2:0penSSD Internals. Major components of OpenSSD internal design are
host interface logic, ash interface logic, and ash traasion layer.

structured allocation and thus has good random write padace. It is similar to
the page-level mapping FTL we used in our emulation in Chiahte

5.2 Challenges

Before delving into the implementation details of the nasaslwrites design with
the OpenSSD platform and the SATA interface, we rst discimeschallenges we
encountered in integrating nameless writes with real hardwand a real hardware
interface.

Nameless writes present unigue implementation challepgesuse they change
the interface between the host OS and the storage devicalbygatew commands,
new command responses, and unrequested up-calls. TalieChapter 4 lists the
nameless writes interfaces.

When moving from emulation (Chapter 3) to real hardware,amty the hard-
ware SSD needs to be ported to nameless writes, but the hardwerface and the
OS stack do as well. Figure 5.2 describes how our SSD emwdatbthe real SSD
work with the OS.

The emulator sits at the OS block layer and interacts wittQBehrough soft-
ware interfaces. 1/0Os are passed between the le systemhanehulator using the
bio structure. Adding new types of interfaces is easy. For exantpe nameless
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Figure 5.3:Architecture of OS Stack with Emulated and Real SSD.This graph
illustrates the OS stack above a real SSD with SATA interfAseopposed to the stack to
the real device, the emulator is implemented directly belmvle system.

write command is implemented by adding a command type abértio structure;

the physical address returned by a nameless write is impietidy reusing the
logical block address eld of the bio structure, which ismhiaterpreted specially
by a le system that works with nameless writes. Adding thgmation callback is

also relatively easy: the device emulator calls a kernettion, which then uses a
kernel work queue to process the callback requests.

The interaction between the OS and the real hardware devioeuch more
involved than with the emulator. 1/0 requests enter theagferstack from the le
system and go through a scheduler and then the SCSI and A&fslénefore the
AHCI driver nally submits them to the device. To implementrchardware pro-
totype, we have to integrate the nameless writes interfatoethis existing storage
architecture. Implementing a new interface implies thedneechange the le
system and the OS stack, the ATA interface, and the hardw@ie $he biggest
challenge in this process is that some part of the storagk staxed in the hard-
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ware and cannot be accessed or changed. For example, mostASiA interface is
implemented in the hardware ports and cannot be change€(sg#er 2 for more
details). Certain parts of the OpenSSD platform cannot lzm@hd or accessed
either, such as the OOB area.

5.2.1 Major Problems

We identi ed four major problems while implementing nansdenrites with the
real hardware system: how to get new commands through théo@#e stack into
the device, how to get new responses back from the device thtave upcalls
from the device into the OS, and how to implement commandsinvihe device
given its hardware limitations.

First, the forward commands from the OS to the device pasaigfir several
layers in the OS, shown in Figure 5.2, which interpret andoacéach command
differently. For example, the I/O scheduler can merge retpu® adjacent blocks.
If it is not aware that theirtual-write andnameless-writeommands are different,
it may incorrectly merge them into a single, larger requ&bus, the I/O scheduler
layer must be aware of each distinct command.

Second, the reverse-path responses from the device to trereOdf cult to
change. The nameless writes interface returns the phyailthkess for data fol-
lowing a nameless write. However, the SATA write commandmairesponse has
no elds in which an address can be returned. While, the enesponse allows
an address to be returned, both the AHCI driver and the ATArlayterpret error
responses as a sign of data loss or corruption. Their errutlés retry the read
operation again with the goal of retrieving the page, and theeze the device by
resetting the ATA link. Past research demonstrated thedgtosystems often retry
failed requests automatically [39, 76].

Third, there are no ATA commands that are initiated by thaaevNameless
writes require upcalls from the device to the OS for migmatiallbacks. Imple-
menting upcalls is challenging, since all ATA commands aigited by the OS to
the device.

Finally, the OpenSSD platform provides hardware suppartife SATA proto-
col (see Figure 5.2) in the form of hardware command queugs&ATA buffer
manager. When using the command queues, the hardware dogeneothe com-
mand itself and identi es the command type from the queuiiti While rmware
can choose where and what to enqueue, it can only enqueuestds: the logical
block addressli§a) and request lengtm(imsegmen)sFurthermore, there are only
two queues (read and write), so only two commands can exasudigst commands.
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5.3 Implementation Experiences

In this section, we discuss how we solve the challenges n$fearing the nameless
writes design from emulation to real hardware and our egpeg with implement-
ing nameless writes on the OpenSSD hardware with the Lintnekand the SATA
interface. We focus our discussion on changes in the laysmswthe le system,
since the le system changes are the same for the emulatathengal hardware.

5.3.1 Adding New Command Types

To add a new command type, we change the OS stack, the ATAaoéerand
the OpenSSD rmware. We now discuss the techniques we useidtfoducing
new command types. We also discuss the implementation ohaeveless writes
commands that do not involve return eld changes or upcéitgh of which we
leave for later sections in this chapter.

Forward commands through the OS: At the block-interface layer, we seek to
leave as much code unmodi ed as possible. Thus, we augmeck bkquests with
an additional command eld, effectively adding our new coamds as sub-types
of existing commands. The nameless write, the namelessvatesrand the virtual
write commands are encoded using three special sub-typghgive normal write
command. We also use the normal write command to encodeithe&dmmand.
The trim command, however, does not send any data but onék lalddresses to
the device. The virtual and physical read commands are edcoda similar way
with normal read commands.

We modi ed the I/O scheduler to only merge requests with gmes command
and sub-type. The SCSI and ATA layers then blindly pass thetyge eld down
to the next layer. We also modi ed the AHCI driver to commuate commands
to the OpenSSD device. As with higher levels, we use the agprof adding a
sub-type to existing commands.

ATA interface: Requests use normal SATA commands and pass the new request
type in thersvlreserved eld, which is set to zero by default.

OpenSSD request handling: Within the device, commands arrive from the SATA
bus and are then enqueued by the host-interface rmwareFTheasynchronously

pulls requests from the queues to be processed. Thus, thehkaege needed for
new requests is to communicate the command type from agrigdmmands to

the FTL, which executes commands. We borrow two bits fromehgth eld of

the request (a 32-bit value) to encode the command type. ThalBcodes these
length bits to determine which command to execute, and esdke function for

the command. This encoding ensures that the OpenSSD hardsas the fast
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path for new variations of reads and writes, and allows mlgltvariations of the
commands.

5.3.2 Adding New Command Return Field

Nameless writes pass data but no address, and expect the tevéturn a physical
address or an error indicating that the write failed. Pasdata without an address
is simple, as the rmware can simply ignore the address. Hewe write reply
message only contains 8 status bits; all other elds arevedeand can not be used
to send physical addresses through the ATA interface.

Our rst attempt was to alter the error return of an ATA writereturn physical
addresses for nameless writes. On an error return, thesdearcsupply the address
of the block in the request that could not be written. Thigrseg promising as a
way to return the physical address. However, the deviceAH€I driver, and the
ATA layer interpret errors as catastrophic and thus we coatdise errors to return
the physical address.

Our second attempt was to re-purpose an existing SATA cordrieatalready
returns a 64-bit address. Only one command in the ATA prdtoco
READNATIVEMAXADDR returns an address. The OS would rst send
READNATIVEMAXADDR, to which the nameless-writing device returns the next
available physical address. The OS would then record theigdiyaddress and send
the nameless write command with that address.

We found that using two commands for a write raised new probld-irst, the
READNATIVEMAXADDR command is an unqueuable command in the SATA
interface, so both the ATA layer and the device will ush geducommands and
hurt performance. Second, the OS may reorder nameless wifterently than the
READNATIVEMAX ADDRcommands, which can hurt performance at the device
by turning sequential writes into random writes. Worseutitg is that the OS may
send multiple independent writes that lie on the same astuai page. Because
the granularity of le-system blocks (4 KB) is different fnointernal ash virtual
pages (32 KB), the device may try to write the virtual pageceniithout erasing
the bock. The second write silently corrupts the virtualgiagata.

Therefore, neither of these two attempts to integrate aiphlyaddress in the
write return path with the ATA interface succeeded. We d#ferdiscussion of our
nal solution to Section 5.3.4.
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5.3.3 Adding Upcalls

The migration-callbackcommand raised additional problems. Unliddé existing
calls in the SATA interface, a nameless-writing device caneagate this up-call
asynchronously during background tasks such as wearngvatid garbage collec-
tion. This call noti es the le system that a block has beetooated and it should
update metadata to re ect the new location.

To implement migration callbacks, we rst considered pigggking the upcalls
on responses to other commands, but this raises the samlemrob returning
addresses described above. Alternatively, the le systeatdcperiodically poll for
moved data, but this method is too costly in performancergitie expected rarity
of up-calls. We discuss our nal solution in the next section

5.3.4 Split-FTL Solution

Based on the complexity of implementing the full namelessesiinterface within
the device, we opted instead to implemersipdit-FTL design, where the responsi-
bilities of the FTL are divided between rmware within theuiee and an FTL layer
within the host operating system. This approach has beeh fosd®Cl-attached
ash devices [33], and we extend it to SATA devices as well.tHis design, the
device exports a low-level interface and the majority of Hlihctionality resides
as a layer within the host OS.

We built the nameless-writing FTL at the block layer below tle system and
the 1/0O scheduler and above the SCSI, ATA, and AHCI layerguife 5.4 shows
the design. The FTL in the host OS implements the full set tdrfaces listed
in Table 4.1 in Chapter 4; the device implements a basic rmamaat provides
ash-page read ash-page write and ash-block erase The host FTL converts a
command in the nameless-write interface into a sequena\elfdvel ash opera-
tions.

We built the nameless-write FTL below the 1/O schedulergcaiplacing the
FTL above the I/O scheduler creates problems when allagatiysical addresses.
If the FTL performs its address allocation before requestsip the 1/0 scheduler,
the 1/O scheduler may re-order or merge requests. If the FSEigas multiple
physical addresses from one virtual ash page, the scheduwd not coalesce the
writes into a single page-sized write. The device may sediplaiwrites (with
different physical addresses) to the same virtual ash paifeout erases and thus
result in data corruption.

The nameless-writing FTL processes I/O request queuesdiiley are sent to
the lower layers. For each write request queue, the FTL ndgw ash virtual
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Figure 5.4:Nameless Writes Split-FTL Architecture. This gure depicts the archi-
tecture of the split-FTL design of nameless writes. Modi@hiameless writes functionality
is implemented as a layer within the host operating systegtogbthe le system and the
block layer). The nameless writes interfaces are impleatkinétween the nameless-writing
FTL and the block layer. The device (OpenSSD) operates aw aaish device.

page and assigns physical addresses in the virtual page 16Gk in the request
gueue in a sequential order. We change the 1/0O scheduldotealequest queue to
be at most the size of the ash virtual page (32 KB with Open3$oing beyond
the virtual page size does not improve write performancecoutplicates FTL
implementation. We choose not to use the same ash virtugé @ecross different
write request queues, since doing so will lead to data caomiplower layers may
reorder request queues, resulting in the device write the sartual page without
erasing it. The write performance is highly dependent onsike of the request
gueues, since each request queue is assigned a ash vidgal parger request
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gqueues result in more sequential writes at the device |&strefore, to improve
random write performance, we change the kernel I/O schetlulaerge any writes
(virtual or physical) to the nameless-writing SSD devicee Weéat virtual writes in
a similar way as physical writes. The only difference is théien we assign a
physical address to a virtual write, we keep the address imgpthe FTL.

For read requests, we disallow merging of physical andaireads and do not
change other aspects of the I/O scheduler. For virtual rereeltook up the address
mapping in the FTL.

The FTL in the host OS maintains all metadata that were allyirmain-
tained by the device rmware, including valid pages, thefbdock list, block erase
counts, and the bad block list. Onush, used byfsync() the FTL writes all the
metadata to the device and records the location of the ntatatla xed location.

The FTL uses the valid page information to decide which bloafarbage col-
lect. It reads the valid pages into host DRAM, erases thekblaed then writes the
data to a new physical block. Once the data has been movexhds smigration-
callbackto notify the le system that data has been moved. BecauséThes in
the host OS, this is a simple function call.

Running the FTL in the kernel provides a hospitable devekprenvironment,
as it has full access to kernel services. However, it may beerdib cult to opti-
mize the performance of the resulting system, as the kaidel+TL cannot take
advantage of internal ash operations, such as copy-bazks$ ¢iently move data
within the device. For enterprise class PCl-e devices,dteside FTLs following
NVM-express speci cation can implement the block intedatirectly [72] or use
new communication channels based on RPC-like mechanisshs [6

5.3.5 Lessons Learned

The implementation of nameless writes with OpenSSD and Tieidterfaces im-
parted several valuable lessons.

The OS storage stack's layered design may require each @yt differ-

ently for the introduction of a new forward command. For epéamnew

commands must have well-de ned semantics for request siéesd such as
which commands can be combined and how they can be reordered.

The device response paths in the OS are dif cult to changeerdtbre, de-
signs that radically extend existing communication frora tievice should
consider the data that will be communicated.
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Upcalls from the device to the OS do not t the existing commcation
channels between the host and the device, and changingrtrelquath for
returning values is signi cantly more dif cult than intragting new forward
commands. Thus, it may be worthwhile to consider new reveosemu-
nication channels based on RPC-like mechanisms [65] toement block
interface for PCl-e devices following the NVM-express spation [72].

Building the nameless-writing FTL below the block layer impler than at
the device rmware since the block layer has simpler integaand interacts
with the le system directly.

Allowing the host OS to write directly to physical addresgeslangerous,
because it cannot guarantee correctness properties seacisasng the era-
sure of a ash page before it is written. This is particulagigngerous if the
internal write granularity is different than the granutanised by the OS.

With the knowledge of SSD hardware con guration, the ketf@lscheduler
can be changed to improve 1/O performance with an in-keriél. F

5.4 Evaluation

Our overall goal of implementing nameless writes in a hardwaototype is to
validate our design choices. We evaluate the memory spat@enmformance of
nameless writes prototype with the split-FTL design.

We evaluate the hameless writes prototype to validate tHferpgance claims
of the interface and memory consumption as projected eamli8ection 4.4. We
compare the nameless writes prototype against the Open&srie page-mapped
FTL. We measure performance with microbenchmarks and memory consump-
tion with different le system images. We execute the expemts on an OpenSSD
board with two ash chips (8 ash banks with 64 GB total).

Figure 5.5 shows the random (4 KB blocks) and sequentiabvarid read per-
formance with the baseline OpenSSD FTL and nameless wrikes.sequential
writes, sequential reads, and random reads, the nametésgyWTL has similar
IOPS as the baseline page-mapped FTL. It assigns physidadssds in sequential
order, which is the same as the baseline FTL. For randomsyritemeless writes
perform better than the baseline but worse than sequential of either FTL. Even
though we change the I/O scheduler to merge random writespavine random
write request queue size is smaller than the size of the @shal page.

Table 5.2 presents the memory usage of the page-mapped EThenameless-
writing FTL with different le system image sizes (from 4 GB #8 GB), which



85

15000 4

10000

)]
o
o
o

1/0 Operations per second

| . 1

SwW RW SR RR
M Baseline NamelessWrites

Figure 5.5: Read and Write Performance. This gure presents the IOPS of the
OpenSSD FTL and the nameless writes split-FTL for o benckmgequential and ran-
dom reads and writes with a 4 KB request size).

File System Size
FTL ‘ 4GB 8GB 16 GB 32GB 48 GB
Page-Map| 2.50MB 9.10MB 17.8MB 35.1MB 52.8MB
Nameless| 94KB 189KB 325KB 568KB 803KB

Table 5.2: FTL Memory Consumption. This table presents the memory usage of
the baseline page-level mapping FTL and the namelessagriiTL. We use Impressions
to generate typical le system images with different sizes.

we created using Impressions [4]. The memory consumpticides the address
mapping tables and all additional FTL metadata. The narselesing FTL uses
much less memory than the page-mapped FTL. Unlike the pagmed FTL, the
nameless-writing FTL does not need to store the addressingpfor nameless
writes (data) and only stores address mappings for virtudésv(metadata).

Overall, we nd that the core nameless writes design perosimilarly to the
page-mapped FTL and provides signi cant memory savingsejegted earlier in
Chapter 4.

5.5 Summary

In this chapter, we described our experience with buildiagnaless writes with the
OpenSSD hardware board, the challenges in moving namekéss o hardware,
and our solutions to them.

The biggest challenges we met in our hardware experienagharging the I/O
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return path and adding upcalls from the device, neither o€lwive foresaw when
we built nameless writes with emulation.

Because of the restrictions of ATA interface, we change thmeless writes
design to use two split parts, an FTL at the OS block layerrtteatages most of the
responsibilities of a nameless-writing device, and a simmplv FTL that manages
a raw SSD device. We show through evaluation that this desayks well with a
real hardware system, and achieves the same bene ts oditedtion as with our
original nameless writes design using emulation.

Overall, we found our hardware experience to be rewardirgearned a set of
new lessons in how hardware and real systems can be diffeoemsimulation and
emulation. Even because of a single restriction in realJard, the whole system
may need to be re-designed.
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Chapter 6

A File System De-Virtualizer

We demonstrated in Chapters 4 and 5 that nameless writeblaréodargely re-
move SSD indirection and its space and performance costsets, the nameless
writes solution has a few drawbacks. First, nameless wrégaire fundamental
changes to the le system, the OS, the device, and the denteeface. Second,
the nameless-write approach creates unnecessary ovdrbeaase it performs de-
indirection for all data writes; instead, de-indirectioancbe performed at device
idle time to hide its overhead.

To overcome the drawbacks of nameless writes, we proposel¢h®ystem De-
Virtualizer (FSDV), a mechanism to dynamically remove the indirection in ash
based SSDs with small changes to existing systems. FSDVssrdevel tool that
walks through le system structures and changes le systaimters to physical
addresses; when pointers ate-virtualized the logical to physical address map-
pings in the SSD can be removed. FSDV can be invoked peribdigzhen the
memory pressure in SSD is high, or when the device is idle.

We implemented a prototype of FSDV and modi ed the ext3 lstgm and our
emulated ash-based SSD for it. Our evaluation results d¥$emonstrate that
FSDV largely reduces device mapping table space in a dynaenc It achieves
this goal with small performance overhead on foreground.l/O

The rest of this chapter is organized as follows. We presenbasic design of
FSDV in Section 6.1. We then describe our implementatiomefRSDV tool, the
changes to the ext3 le system, and our SSD emulator for FSDSection 6.2. In
Section 6.3, we present our evaluation results of FSDV.Iinge summarize this
chapter in Section 6.4.
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6.1 System Design

In this section, we present the overall design of FSDV, awd ihteracts with the
device and the le system that support FSDV. We design FSD¥ ttie following
goals in mind.

1. Indirection mappings can be (largely) removed in a dycanay. Doing so
allows FSDV to be able to remove the device virtualizationnaned either
inside the device hardware or in the host software.

2. The performance overhead of FSDV should be low, so that thal be
negligible impact on normal I/Os.

3. There should only be small changes in le systems, OSed¢celermware,
and device /O interfaces. Doing so will allow for an easyegration of
FSDV into existing systems.

FSDV is a user-level tool that runs periodically or when regktb remove the
excess virtualization of a virtualized storage device. WR&DV is not running,
a normal le system runs with the storage device in a largetynadi ed way.
The le system performs block allocation in thegical address spacelhe device
allocatesdevice addresseand maintains an indirection mapping from logical to
device addresses. When the mapping table space pressugh,is=BDV can be
invoked to perform de-virtualization to remove indirectimappings. FSDV can
also be invoked periodically or when the device is idle.

6.1.1 New Address Space

FSDV de-virtualizes a block by changing the le system peinthat points to it
(i.e., the metadata) to use the device address. After FSDV dealizeés a block,
it is moved from the logical address space to inysical addresspace and di-
rectly represents a device addreis.(no mapping is maintained for the block).
As workloads perform new I/Os, the le system allocates neadn the logical
address space and overwrites existing data in the physidaéss space. For the
former, the device adds a mapping from the logical addrefisetalevice address.
For the latter, the device adds a mapping from the old phlyaodress to the new
device address.

Figure 6.1 gives an example of FSDV address spaces andatidirenappings.
Since a block can be in different address spaces, we neednhadniet distinguish
logical addresses from physical ones. We discuss our méth®elction 6.2.
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Figure 6.1:FSDV Address SpacesDevice address space represents the actual physi-
cal addresses in the device. The le system sees both lagichbhysical addresses. In this
example, the logical addresses L1 and L3 are mapped to theelagdresses D2 and DO
through the device mapping table; the physical address R2aigped to the device address
D1. The physical addresses P3 and P4 are unmapped and glirepilesent the device ad-
dresses D3 and D4. The logical addresses LO, L2, and L4 (stedorepresent the logical
addresses that have been freed (either by a le system dalet&SDV de-virtualization).

For future reads after FSDV runs, the device checks if theeemapping entry
for the block. If there is, the device serves the reads aft@apping, and if not, the
device reads directly from the device address.

Another cause for address mapping change and addition hifsical address
migration during different ash device operations. As ahadevice is accessed by
different types of data, its ash blocks will be in differestiates and the device per-
forms garbage collection or wear leveling operations. Bloéise operations involve
migration of physical blocks. When a directly mapped blosknigrated to a new
device address, a new mapping will be added to map from itd@lite address to
its current device address. FSDV also needs to remove tle@senappings.

The challenge in handling address mapping addition caugeatidodevice is
that there is no way of knowing what les the migrated blockad their mapping)
belong to. A simple way to handle these mappings is to scanpandrm de-
virtualization to the whole le system; these mappings willentually be removed
in the process. However, the performance cost of wholeclensiing can be high,
especially for large le systems. We choose another metbhablive the problem,
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involving associating each block to the le to which it bem Speci cally, we
change the le system write interface to also include thal@maumber and let the
device store it with the block. When the device migrates &lblend adds a new
mapping, it records the inode number the block belongs t@\F®ill process
these les in its later run.

6.1.2 FSDV Modes

FSDV can run of ine (with unmounted le system) or online (imounted le
system). The ofine FSDV works with an unmounted le systerfter the le
system has been unmounted (either by user or forcefully ZWFSFSDV goes
through the le system data structures and processes léegysnetadata to de-
virtualize le system pointers. The de-virtualized le 9g¢n is then mounted.

The of ine FSDV provides a simple and clean way to perform sgstem
de-virtualization. However, it requires le systems to bembunted before it can
start processing and is not suitable for most storage sgst€hus, we also design
an online version of FSDV which runs while the le system isunted and fore-
ground I/Os run in a (largely) unaffected fashion. The maiifflerence between
the online FSDV and the of ine one is that it needs to make shag it does not
leave any inconsistency in page cache or for ongoing I/OB\H8teracts with the
le system through the FSDV-supporting device to isolate bhocks it processes
from the le system.

6.2 Implementation

In this section, we discuss our implementation of the FS, time of ine and the
online version of it. To support FSDV, changes in device rares, le systems,
and OSes are needed. We also discuss these changes in tilois. sec

6.2.1 File System De-virtualizer

We now describe our implementation of the of ine and the nalFSDV and a few
optimizations we make for better FSDV performance.

Of ine File System De-Virtualizer

The of ine FSDV works with unmounted le systems. As explathin Section 2.2.1,
for most le systems like ext2, ext3, and ext4, a le can bewssl as a tree structure
with the inode of the le at the tree root, indirect blocks @xtent blocks) in the
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Figure 6.2:FSDV Processing a File TreeThe left part of the graph (a) represents the
status of a le in the le system and the device mapping taldfoke FSDV runs. The right
part (b) represents a status in the middle of a FSDV run. L1lahHave been devirtualized
to D1 and D2. The indirect block containing these pointers o been rewritten. The
mappings from L1 to D1 and L2 to D2 in the device have been rethas well.

middle of the tree, and data blocks at the leaf level. FSDVidealizes a le by
walking through the le tree structure and processing matadblocks from bottom
up (.e., from the metadata blocks that directly point to the datakdao the in-
ode). We choose to use the bottom-up fashion because indlgibythe time when
FSDV processes an upper-level metadata block, all its remitave already been
processed; FSDV can update this metadata block with thedeaice addresses of
all its children.

For each pointer in a metadata block, FSDV sends the addrasthe pointer
uses (either logical or physical address) to the device amdies for its current
device address. If the device returns a device address,thieemetadata block
will be updated to use this address. After all the pointerthenmetadata block
have been processed, FSDV writes the metadata block bable tevice (if it is
changed) and informs the device to remove the correspomdagpings. When a
mapping from a logical address is removed, the le systermaji is updated to
unset the corresponding bit. Figure 6.2 gives an exampl&Biprocessing a le
tree.

To de-virtualize inodes, we change the way of locating aménfsom using
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the inode number to using the device address of the inod bliod the offset of
the inode within the inode block. After FSDV de-virtualizak per- le metadata
blocks as described above, FSDV starts to process inodethamdetadata blocks
pointing to them (e., directory blocks). FSDV changes the pointer pointing to an
inode to use the device address of the inode block and thee'moffset within

it. If the inode is de-virtualized from an inode number (itsgmal form), the

le system inode bitmap will also be updated. Currently, wertt de-virtualize
directory inodes, since processing directory data strastis more complicated
and directories only account for a small part of typical ksgems [5]; we leave
de-virtualizing directory inodes for future work.

Finally, we do not need to deal with any metadata in le sysjeamnals. When
unmounted, a le system's journal is checkpointed. Thusyé¢hare no outstanding
transactions and the journal is empty. We do not de-virzedtilock group bitmap
blocks, group description blocks, or superblocks eitliagesthey only account for
a small space in the le system.

Online De-Virtualizer

The online FSDV runs while the le system is mounted. Mosttsfrnechanisms
are the same as the of ine FSDV. However, since we allow faregd I/Os to be
performed while the online FSDV is running, we need to make s$bat such a
situation does not leave the le system inconsistent. Tdeaghthis goal, FSDV
informs the le system (through the device) about the bloitkgants to isolate; the
le system then ushes all the page caches correspondindnésd blocks. When
FSDV is processing these blocks, the device will preventoorgy I/Os to them
simply by stalling the 1/0Os until FSDV nishes its procesginThe FSDV process
registers a special process ID with the device, so that I89ged by FSDV will
never be blocked.

We have two options in terms of blocking granularity for thdime FSDV: at
each le and at each metadata block. If we choose blockinpetlé granularity,
the device sends the inode identity to the le system, whient ushes all page
caches belonging to this le. The device keeps track of thadenthat FSDV is
processing and stalls all le system I/Os with this inodeiluREDV nishes pro-
cessing it. The per- le method is conceptually simple ansl vtell with the way
FSDV performs de-virtualization: one le at a time. Howevitrcreates a higher
performance overhead, especially for big les, since aiichlk belonging to a le
are ushed from the page cache and all I/Os of the le are sthivhen FSDV is
processing the le.

If we choose blocking at the metadata block level, FSDV selidhe block
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numbers which the metadata block points to and the metadat& humber it-

self to the le system (again, through the device). The lestgm then ushes
the corresponding blocks from the page cache. The devigeskieack of these
block addresses and prevent I/Os to them until FSDV nisktepliocessing of the
metadata block.

Optimization Policies

We introduce a couple of optimizations to reduce the ovethwaFSDV. First,
since FSDV runs periodically, it does not need to processléisethat have not
been changed (overwritten or appended) since the last laB8DV. We change the
le system to record the updated les (particularly, inojlesd to send the list of
such inodes to the device during journal commit. Notice thatdo not need to
worry about the consistency of such updated inode list; é\thiey are wrong, the
le system will still be consistent, since FSDV will just press unnecessarydg,,
unchanged) les.

To further reduce the run time of FSDV, we can choose not toge® hot data
with FSDV, since they will soon be overwritten after FSDV ddualizes them.
The le system sends the update time of the inodes togethértine changed inode
list to the device. FSDV useshmt inode thresholdo only process les that are not
accessed recently. For example, if we set the hot inodehibic$o be 1/10 of the
time window between two FSDV runs, the latter run will ignéine inodes that are
updated within 1/10 of such time window.

6.2.2 Device Support

We have changed our SSD emulator (described in Chapter 3)pjoost FSDV.
Most part of the emulated SSD and its FTL are not changed. Ehea still
performs device address allocation for writes. We choosest log-structured
allocation and page-level mapping for better performarieer reads, the device
looks up its mapping table and either read it directly frora tievice address or
read the device address after mapping. For a write, the elegimords the inode
number associated with the write in the OOB area adjacehttdata page that the
device assigns the write to. When the device migrates a da@ guring a garbage
collection or wear leveling operation, it also moves thedemumber to the new
OOB area. If a mapping is added because of this migratiorgdkiee also records
the inode number for FSDV to process in its next round.

FSDV interacts with the FSDV-supporting device using ndritt operations
and simple ioctl commands. Table 6.1 summarizes the imesfhetween FSDV
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and the device. When FSDV queries the device for the devidesad of a block,
the device looks up its mapping and returns the mapped addréise no-mapping-
found state to FSDV. After processing and writing new metatéock, FSDV tells
the device to remove corresponding mappings.

For performance optimization of FSDV, the device also rdsdhe les (their
inode identities) that have been updated from the last rdfS@V (from the new
inode list that the le system sends to the device). FSDV seattl processes these
new les. When FSDV nishes all its processing, the devicéeties all the recorded
new inodes. We choose to only store the new le record in de®Ré&M and not
permanently on ash memory, since even if the new le recardoist or is wrong,
it will not affect the consistency or correctness of the lstem (but FSDV may
perform de-virtualization to unnecessary les).

The device works with the le system and FSDV for I/O ushingablocking
to support online FSDV. Speci cally, when FSDV informs thevite about its
intention to process a le or a block, the device sends sufdrimation to the le
system. Once the le system nishes the ushing and FSDV tstdo process the
le or the block, the device blocks foreground 1/Os to the d¢& the block until
FSDV nishes its processing.

Finally, the device also works with FSDV for reliability folems, €.g, it keeps
certain FSDV operation logs and sends the replay informaioFSDV during
recovery). We defer the reliability discussion to Sectich4.

6.2.3 File System Support

We ported ext3 to support FSDV. We now describe the changemake to ext3
and the design choices that we make.

For 1/O operations other than writes, there is no change atedth the le
system and the OS, which is one of our major goals with FSD¥ Tdrsystem
performs its own allocation and maintains its logical addrepace. The le system
data structures are mostly unchanged (the only exceptiing Ibee inode identi -
cation method as described earlier in Section 6.2.1).



95

Get Device Address

FSDV to device:
device to FSDV
description:
Remove Mapping
FSDV to device:
device to FSDV
description:

logical/physical address
device address
look device to FSDV device address

logical/physical address
if success
remove mapping entry

Get Map Table Size

FSDV to device:
device to FSDV
description:
Get New Inodes
FSDV to device:
device to FSDV
description:
Log Operation
FSDV to device:
device to FSDV
description:
Flush File/Block
FSDV to device:
device to FSDV
description:
Check File/Block
FSDV to device:
device to FSDV
description:
Block File/Block
FSDV to device:
device to FSDV
description:

Unblock File/Block

FSDV to device:
device to FSDV
description:

null
mapping table size
get device mapping table size

null
new inode list
get new inode list from device

logical/physical address
if success
log addresses for FSDV reliability

inode/block number
null
inform FS to ush the le/block

inode/block number
null
wait for le/block to be ushed

inode/block number
null
start blocking 1/Os to the le/block

inode/block number
null
unblock I/Os to the le/block

Table 6.1:Interfaces between FSDV and the FSDV-supporting devicekne table
presents the interface between FSDV and the FSDV-suppaléivice. All the commands
are initiated by FSDV to the device.
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Write

down: data, length, inode number

up: status, data

description: write with associated inode number
Trim Block

down: block number

up: null

description: invalidate a block
Add New Inodes

down: new inode list

up: null

description: add new inodes to device
Flush File/Block

down: null

up: inode/block number

description: inform FS to ush the le/block
Done Flush File/Block

down: inode/block number

up: null

description: inform the device that le/block is ushed

Table 6.2:Interface between the File System and the FSDV-supporting &vice
The table presents the interface between the le systemishaorted to FSDV and the
FSDV-supporting device. The last three commands are footiii@e FSDV only. The
"Add New Inodes” command is for FSDV performance optimizati

We make a few changes of ext3 to support FSDV. First, to djstgh logical
addresses from physical ones, we add to each physical adifresalue of the
total device size; thus, the logical and the physical addspsces never overlap.
We also change the device size boundary check to accommulueal addresses
(the total size is doubled since we have two non-overlappiidress spaces).

Second, we change the way the le system tracks addressspadegerforms
de-allocation to support FSDV. The le system uses the lalgaddress bitmaps
to track allocated logical addresses and uses a free spantecdo track the total
amount of actual allocated (device) addresses. When a EHatdvirtualized from
its logical address, its corresponding bit in the le systeitmap is unset. Doing so
will create more free logical addresses than the actualsipaee in the device. The
le system uses the free block counter to keep track of thewarhof free space
and does not change it during FSDV operations. During dilocathe le system
checks this counter to determine the actual free spaceridftedevice. When the
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le system deletes a block in the physical address spaceletisgstem updates the
free block counter but does not change any bitmaps. Whenléhgystem deletes
a block in the logical address space, it updates both theabitamd the free block
counter. The le system also sends a trim command to the ddgimform it about
the de-allocation.

Third, the le system tracks the inode that a block belongénben it is allo-
cated) and sends the inode identity to the device during @ wri

Finally, the le system works with the device to support o’iFSDV. Speci -
cally, when the device sends the request of ushing a le ofack, the le system
adds such information (inode identity or block number) toakiqueue. A work
gueue handler then processes these les or blocks. For ¢hée le system ushes
all the blocks belonging to this le from the page cache argballears the inode
cache. For a block, the le system simply ushes it from thegpacache. After
the le system nishes the ushing process, it informs thevite with the inode
identity or the block numbers. Table 6.2 summarizes thefetes between the le
system and the device (those that are changed because off FSDV

6.2.4 Reliability Issues

Finally, several reliability and consistency issues cgplea during the de-virtualization
process of FSDV. For example, the FSDV tool can crash befarempletes its
de-virtualization operations of a le, leaving the metaalaf the le inconsistent.
Another situation can happen with the online FSDV, wheréR8BV tool dies and

the device continues blocking le system 1/Os.

We solve the reliability-related problems using severahtégques. First, we
make sure that the device never deletes the old metadataititthe new version
of it has been committed. When the new metadata block isesritts old version is
invalidated at the same time; this operation is an ovenarigt most normal devices
already invalidates old blocks atomically with overwriteédecond, FSDV logs all
the old addresses a metadata block points to before FSD\¥gses the metadata
block. Doing so makes sure that if FSDV crashes after writhggnew metadata
but before the device removes the old mappings of the paintethis metadata
block, the device can remove these mappings on recovery.n\WB®V nishes
its processing, the log on the device is removed. If a cragipdres before FSDV
nishes, the logs will be replayed during recovery. Finallye set a timeout of
device blocking le system I/Os to prevent dead or unresp@BSDV tool.
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6.3 Evaluation

In this section, we present our experimental evaluationSD¥ Speci cally, we
answer the following questions.

1. What are the changes to the le systems, the OS, the devioavare, and
the device I/O interface? Are the changes small and can theabily im-
plemented with existing systems?

2. How much indirection mapping space can FSDV remove? Ganrigmoved
in a dynamic way?

3. How does the amount of inodes processed by FSDV affect &ppimg table
space reduction and performance of FSDV?

4. What is the difference between different FSDV modes? Hogsdhe of ine
mode compare to the online mode of FSDV? How do the onlinelpemd
per-block modes compare?

5. What is the performance overhead of FSDV? How much does/R8fect
normal foreground 1/Os?

6. How does the optimization techniques affect the perfoigaaand mapping
table results?

We implemented the FSDV prototype as a user-level FSDV tou, changed
our emulated SSD device (described in Chapter 3), the ex3ystem, and the
OS to support FSDV. The FSDV tool is implemented usingfitkcode base. We
change several aspects of our SSD emulator to support FSBYI& make small
changes to the ext3 le system and the OS (the block layer iitiquéar) to support
FSDV.

The total lines of code in the le system and the OS is 201 am2&in the de-
vice. Most of these changes are for handling de-allocatim@hRSDV performance
optimization.

Experimental environment: All experiments were conducted on a 64-bit Linux
2.6.33 server, which uses a 3.3 GHz Intel i5-2500K processdrl6 GB of RAM.
The emulated SSD used in our experiments has 5 GB size, 1llepaash planes,

4 KB ash pages, and 256 KB erase blocks. Flash page read aitel eperations
take 25 and 200 microseconds and erase operation takeslliseeoinds.
Workloads: We use a set of different types of workloads for our evalumatio
To mimic typical le system images, we use the Impressiord {d4]. For more
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Workloads| Total Size| Files | FileSize
F1 512MB | 1000 | 512KB
F2 1GB | 2000| 512KB
F3 2GB | 2000 1MB
F4 4GB | 2000 2MB
F5 4GB | 4000 1MB
11 3.6GB| 3000| 1.2MB

Table 6.3:Workloads Description This table describes the workloads property: the
number of les and directories in the workloads and the agerde size. Workloads F1
to F5 represent different FileServer workloads from theBinch suite [83] (with varying
number of les and directories). The workload |1 represehts le system image generated
using Impressions [4].
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Figure 6.3:Mapping Table Space Reduction. We invoke the of ine FSDV after run-
ning different FileServer and Impressions workloads. Tgere shows the mapping table
space (in different types) reduction because of FSDV. Thehgdow the horizontal line
represents the remaining amount of the mapping table sgetd=SDV does not remove.

controlled workloads, we use the FileServer macro-bencknmathe FileBench
suite [83] with different numbers of directories and diffiet average le sizes.
Table 6.3 summarizes the settings used with these workloads

6.3.1 Mapping Table Reduction and FSDV Run Time

We rst evaluate the mapping table space reduction of FSB¥;major goal of
FSDV is to reduce the mapping table space needed in a vituhlievice. Fig-
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Figure 6.4:FSDV Run Time. This gure plots the run time of the of ine FSDV when
de-virtualizing different FileServer and Impressions Woads. We break down the run
time into time spent on de-virtualizing inodes, indireabdils, and data blocks, time to
unmount and mount the le system, and the rest of the FSDV time
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ure 6.3 presents the amount of removed mapping tables wifdreatit FileServer
workloads and the Impressions le system image. Speciyalle show the amount
of removed mapping entries for data blocks, indirect bloaksde blocks, and the
amount of remaining mappings.

We nd that FSDV reduces device mapping table size by 75% @ 96.9,
from 8.4 MB to 0.3 MB for the F5 workload). Most of the mappiraipte reduction
is with data blocks, which conforms with the fact that typida system images
consist of data blocks [5]. We also nd that larger les resil bigger data block
and indirect block mapping table reduction. Inode block piag reduction in-
creases with more les but is overall negligible for the Bt¥ver workloads. The
Impressions workload has more inode block mapping reducitd less indirect
block reduction as compared to the FileServer workloaddicating that it has
smaller le sizes. Finally, there is a small part of mappirigat FSDV does not
remove; most of these mappings are for global le system dettasuch as block
group description blocks, data and inode bitmaps, and fecttiry blocks. Overall,
we nd that indirection mappings can be largely removed.

We also measure the run time of FSDV for these workloads; éoeirogoals
is to have short FSDV run time so that it has less impact orgfotend 1/Os €.9,
FSDV can be scheduled during device idle time). Figure 6ofvstthe time taken
to run FSDV with the FileServer workloads and the Impressitesystem image.
Overall, we nd that the run time of FSDV is small (from 2 to 5cemds). We
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Figure 6.5:Mapping Table Space Reduction over Different Amount of Inods.
This gure plots the amount of mapping table space reducedhikyof ine FSDV with
different amount of inodes for the Impressions workloa8.@6).

further break down the run time into the time spent on prangssappings of data
blocks, indirect blocks, and inode blocks, mount and unrhtimre, and the rest of
the time €.g, time spent on reading block group description blocks). \ve that
most of the FSDV time is spent on processing data and indinecks and such
time increases with larger le size and larger le systemesiz

6.3.2 Impact of Increasing Amount of Processed Inodes

One of the challenges we met in designing FSDV is the way ofllram address
mappings added by the device. Currently, we handle them aggihg the write
interface to include the inode number, so that FSDV can gooaly these changed
les and not the whole le system. An alternative to this phetn is to let FSDV
scan the whole le system image. Thus, it is important to gt effect of reduc-
ing the amount of processed leg.@, by passing the inode number) on mapping
table space reduction and FSDV performance.

To study this effect and the cost of whole le system scannimg change the
number of inodes (from 0 to 100% of the total number of inodka} we process
and evaluate the reduced mapping table size and FSDV rumtithéhe le system
image generated by Impressions (I11). For each percentdge, wae randomly
select a set of inodes to process and invoke the of ine FSD&rdhe whole le
system image has been written.

Figure 6.5 plots the amount of reduced mapping table spaiasighe number
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Figure 6.6: Run Time over Different Amount of Inodes. This gure plots the
of ine FSDV run time with different amount of inodes for thregressions workload (I-
3.6G).

of processed inodes. Overall, we nd that for most of the smeith more inodes
processed, more mappings are removed. However, suctorsaip is not linear.
For example, there is a sudden increase from 40% to 60% ohties. There
is also a sudden increase and drop in the amount of reduceplimgaable space
at 20% of the inodes. The le system generated by Impresdiaissa certain le
size distribution (which mimics real le systems); certali@s can be much bigger
than the rest of the les. Because of the randomness in theweeselect inodes to
process, at 20% FSDV may happen to process one or more ofgHediresulting
in a large reduction of mapping table space.

Figure 6.6 plots the time taken to run FSDV with different amioof processed
inodes. As the number of inodes increase, the FSDV run tiseintreases. Dif-
ferent from the mapping table size results, we nd that thetmne increase is more
steady.

Overall, we nd that increasing the number of inodes to becpesed by FSDV
results in more mapping table space reduction but higher\F&D time. The
Impressions le system image that we use only has 3.6 GB dataa large le
system, the time to scan the whole le system can be much highgerefore,
frequent whole le-system scans by FSDV are not a viabletsmiy one needs to
either reduce the number of inodes to process (our curréutice® or increase the
frequency of FSDV (our future work).
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Figure 6.7:Mapping Table Space Over Time. This gure plots the mapping table
space change over time running the FileServer F3 workloattswo FSDV, of ine FSDV,
and per-block and per- le online FSDV.

6.3.3 Comparison of Different Modes of FSDV

Of ine and online are the two options of invoking FSDV. Theliae FSDV further

has two options, per- le and per-block processing. We noespnt our evaluation
results on the difference of these modes.

We rst evaluate the mapping table space reduction of céfiémodes of FSDV.
In this set of experiments, we repeat the FileServer F3 wark(each running for
60 seconds) and examine the mapping table space changeheFafrine FSDV
we unmount the le system after each run, invoke FSDV, and tl®unt the le
system. Figure 6.7 plots the mapping table space changes tbee is no FSDV
running {.e., normal kernel), when running the of ine FSDV, and when rimgn
the per-block and per- le online FSDV.

We rst nd that without FSDV, the mapping table size accurmatgs as the
workloads runs. The initial increase in the mapping talde giime 0 to 5 seconds)
is due to the way FileBench runs; it pre-allocates direewand les before run-
ning 1/0s. With FSDV (both of ine and online), the mappingta size decreases

and stays low, suggesting that FSDV can dynamically redudieeiction mapping
cost.

Comparing the of ine and the online modes, we nd that theingé FSDV
decreases the mapping table size periodically (when iviskied), while the online
FSDV decreases the mapping table size when it rst runs aadidgpping table size
stays low. The online FSDV is triggered by the threshold oppiiag table size;
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when the mapping table size is above the threshold, theeoRIBDV is triggered.
Therefore, the mapping table size always stays at or belewhtteshold. Between
the per- le and per-block online FSDV, we do not see a sigant difference.
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Figure 6.8:Run Time of Different Modes of FSDV. This gure plots the run time
of the of ine FSDV, per- le online FSDV, and per-block orgifrSDV with the F2 and F3
workloads. Each run time value is an average of mutiple runs.

We then evaluate the run time of different modes of FSDV. Her=use both
the FileServer F2 and F3 workloads; F2 has the same numbdesfas F3 but
contains smaller les. Figure 6.8 plots the average run tohthe of ine, per- le
online, and per-block online FSDV with these workloads. Wst nd that the
per-block online FSDV takes longer time to run than the derenline FSDV; the
per-block FSDV exchange information with the device and ldneystem for each
block (e.g, syncing and blocking the block), creating higher overhtbhaa the per-
le FSDV, which only does such operations once for each leon@aring with
the of ine FSDV, the online modes have longer run time wittgkr les and le
systems (F3), suggesting that the overhead of syncing ax#tibh data is higher.

For the online mode, one important overhead it causes isltio&ibg of fore-
ground 1/Os; we evaluate such blocked time for both the perand per-block
online FSDV modes. Figure 6.9 plots the average time that ttDa block are
blocked because of the per-le or the per-block FSDV. As extpd, the per- le
FSDV blocks I/0Os much longer than the per-block mode, sine¢hale le is
blocked when per- le FSDV is processing a block in it, eveaugh the rest of the
le is not being processed. We also nd that when le size isdar, the blocked
time (with both per- le and per-block modes) is longer.

Overall, we nd that the online FSDV allows more dynamism e tmapping
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Figure 6.9:1/0 Blocked Time. This gure plots the average time a foreground I/O is
blocked to a block (in log scale) because of the per- le andideck FSDV when running
the FileServer F2 and F3 workloads.

table space reduction than the ofine mode. The online peck mode takes
longer running time than the per-le mode but requires stroforeground 1/0O
blocking time.
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Figure 6.10:Throughput of Foreground I/Os. This gure plots the throughput of
foreground 1/0Os with no FSDV, with of ine FSDV, and with gaock and per- le online
FSDV when running the FileServer F3 workload.
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Figure 6.11:Mapping table size over time

6.3.4 Overhead on Normal Operations

The impact of FSDV on normal 1/0s.€¢., when the FSDV tool is running) is an-
other important metric; one of our goals of FSDV is to have ioywact on normal
I/Os. We also evaluate the performance overhead of the @find online (per le
and per block) FSDV on normal I/Os with the FileBench maceodhmark.

Figure 6.10 presents the throughput of normal 1/0Os when FBDt running,
using the unmodi ed Linux kernel, the OS ported to the of iREDV and the OS
ported to the online FSDV (per le and per block). We nd thatesall, the over-
head of FSDV on normal I/Os is low. The overhead in normal [f@rations under
the kernel ported to the of ine FSDV is mostly due to the FSDMtimization to
only process changed inodes; the le system records andssbedipdated inodes
to the device periodically. In addition to this overheack tmline FSDV also re-
quires le system to sync blocks, causing it to have highearbead than the of ine
FSDV.

6.3.5 Optimization Results

Finally, we run one FileServer workload F2 and invoke the ¥Sbol periodi-
cally (every one minute) to evaluate the effect of FSDV otation policies. Fig-
ure 6.11 presents the mapping table size change over tirhebagtic FSDV, with
FSDV using different hot data thresholds, and without FSThé hot data thresh-
old is set so that the les that are updated within 1/10, 148 1/40 of the time
window between two FSDV runs are not processed.
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Figure 6.12:Effect of different FSDV threshold

We nd that the smaller the hot data threshold is, the morepitaptable space
is reduced; the basic FSDV reduces most amount of mappitey tahen hot data
threshold is small, more le will be processed. Figure 6.h2aws the run time and
number of processed inode with these different hot datsliotds. The run time is
the average of all FSDV runs. We nd that a lower thresholdv@einodes ignored)
results in more inodes to be processed; thus its run timsdslalver. However, the
run time of threshold 1/20 and 1/10 is similar because of ttedl run-time cost of
FSDV.

6.4 Summary and Discussion

In this chapter, we presented the File System De-Virtualizdich dynamically
reduces the virtualization cost in ash-based SSDs. FSD¥Woees such cost by
changing le system pointers to use device addresses. Amusign decision
we made is to use separate address spaces, so that blocke hemtbed as in
different status. We designed several modes of FSDV, of oxdine per- le, and
online per-block, which have different bene ts and costs.

We implemented FSDV as a user-level tool and ported the drt8ystem and
the emulated SSD to support FSDV. Our evaluation resultodstrated that FSDV
can remove SSD indirection costs signi cantly in a dynamaywWe also found
that there is only a small overhead on foreground 1/Os witD¥S

Comparing with nameless writes, we found that FSDV requimegh less
change to the OS than nameless writes. The lines of code foeleas writes
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in the OS is 4370 and is 201 for FSDV. The /O interface charegabse of FSDV
is also much smaller than nameless writes; only the writeraarmd needs to be
changed to include the inode number in the path from the OBetalé¢vice, while

nameless requires fundamental changes to the I/O interfahe change FSDV
makes to the write interface can easily be integrated irgoAlfA interface, since
it only changes the forward path from the OS to the devicealkinFSDV is more

dynamic than nameless writes. FSDV can be invoked at any (&nge when the

memory space pressure in the device is high or when the disvidie), thus caus-
ing less overhead to foreground 1/0Os. Nameless writes arstariace change to
all the 1/0s, and thus presents an overhead to all foregro@sd
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Chapter 7

Related Work

This chapter discusses various research efforts and retdmsy that are related
to this dissertation. We rst discuss literatures on ashmuey and ash-based
storage systems. We then discuss other systems that exkdei$s indirection and
previous efforts to remove excess indirection. We close¢hapter with with other
efforts in new storage system interfaces.

7.1 Flash-based Storage

In recent years, ash-based storage have become prevaldmtih consumer and
enterprise environment, and various new techniques artdrsgshave been pro-
posed for different problems related to ash-memory steratn this section, we
discuss related works on various aspects of ash-basedgsor

7.1.1 Flash Memory Management Software

Most ash-based SSDs use a ash translation layer (FTL) taalize their internal
resources. To reduce the memory size required to store thpintatable for each
ash page (usually 2 KB to 8 KB page size), most modern SSD FHIdesa hybrid
approach to map most of the data at ash erase block grahulasually 64 KB
to 1 MB) and a small part of page-level mapping for on-goir@sl/ A large body
of work on ash-based SSD FTLs and le systems that managenthas been
proposed in recent years [24, 34, 48, 59, 60].

The poor random write performance of hybrid FTLs has dravensibn from
researchers in recent years. The demand-based Flashaliamdlayer (DFTL)
was proposed to address this problem by maintaining a pagé4napping table
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and writing data in a log-structured fashion [40]. DFTL stits page-level map-
ping table on the device and keeps a small portion of the mapzible in the
device cache based on workload temporal locality. Howedeeryworkloads that
have a bigger working set than the device cache, swappingaitteed mapping ta-
ble with the on-device mapping table structure can be costigre is also a space
overhead to store the entire page-level mapping table oicalehe need for a
device-level mapping table is obviated with nameless writed FSDV. Thus, we
do not pay the space cost of storing the large page-level mgpgble in the device
or the performance overhead of swapping mapping tableesntri

A different approach to reduce the cost of indirection magpn SSDs is to
move the SSD virtualization layer and the indirection magpiables from SSDs
to a software layer in the host. DFS is one such approach,endnepftware FTL
in the host manages all the address allocations and mappmgsp of raw ash
memory [46]. With this approach, the cost of virtualizatisithin the device is
removed, but such cost (though reduced) still exists in tst.Hnstead of moving
the FTL indirection layer to the host, nameless writes anDVF&move the excess
device indirection and thus do not incur any additional niagpable space cost at
the host. Moreover, nameless writes and FSDV both work wétsh-based SSDs
instead of raw ash memory.

File systems that are designed for ash memory have also pegposed in
recent years [41, 92, 93]. Most of these le systems use togegired allocation
and manage garbage collection and ash wears. With suchystesns directly
managing ash memory, there is no excess indirection or isecated indirection
mapping table cost. However, these le systems can only weitk raw ash
memory. They require knowledge of the ash memory interraish as OOB
area size. Operating directly on ash hardware can also bgefaus as we have
shown in Chapter 5. Instead, nameless writes and FSDV rem@ess indirection
by making small changes to existing le systems and ashehSSDs and thus
provide a more generalized solution.

7.1.2 Hardware Prototypes

Research platforms for characterizing ash performanag ratiability have been
developed in the past [14, 17, 26, 57, 58]. In addition, tHexee been efforts
on prototyping phase-change memory based prototypes [7, 2dwever, most
of these works have focused on understanding the archigdtadeoffs internal
to ash SSDs and have used FPGA-based platforms and logiyzana to mea-
sure individual raw ash chip performance characteristefscacy of ECC codes,
and reverse-engineer FTL implementations. In additionstrf®GA-based proto-
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types built in the past have performed slower than commlegS®s, and prohibit
analyzing the cost and bene ts of new SSD designs. Our naselgites proto-
typing efforts use OpenSSD with commodity SSD parts and haviaternal ash
organization and performance similar to commercial SS2r&lare other projects
creating open-source rmware for OpenSSD for research 387 and educational
purposes [25]. Furthermore, we investigated changes tasiinedevice interface,
while past work looks at internal FTL mechanisms.

7.2 EXxcess Indirection and De-indirection

Excess indirection exists in many systems that are widedg tigday, as well as in
research prototypes. In this section, we rst discuss a fiwversystems that exhibit
excess indirection besides ash-based SSDs, the focussadiigsertation. We then
discuss previous efforts in removing excess indirection.

Excess indirection arises in memory management of opegratyistems run-
ning atop hypervisors [16]. The OS manages virtual-to-faysnappings for each
process that is running; the hypervisor, in turn, managgsipal-to-machine map-
pings for each OS. In this manner, the hypervisor has fultrcbover the memory
of the system, whereas the OS above remains unchanged,lblissiaware that it
is not managing a real physical memory. Excess indirecéadd to both space and
time overheads in virtualized systems. The space overheaeés from maintain-
ing OS physical addresses to machine addresses mappingctoipage and from
possible additional space overhead [2]. Time overheadd agiwell in cases like
the MIPS TLB-miss lookup in Disco [16].

Excess indirection can also exist in modern disks. For eXampodern disks
maintain a small amount of extra indirection that maps batbsg to nearby loca-
tions, in order to improve reliability in the face of writeilfares. Other examples
include ideas for “smart” disks that remap writes in ordeimiprove performance
(for example, by writing to the nearest free location), whitave been explored
in previous research such as Loge [28] and “intelligentkslil89]. These smart
disks require large indirection tables inside the drive fprthe logical address of
the write to its current physical location. This requiremgrtroduces new relia-
bility challenges, including how to keep the indirectiolta persistent. Finally,
fragmentation of randomly-updated les is also an issue.

File systems running atop modern RAID storage arrays peoaitbther excel-
lent example of excess indirection. Modern RAIDs often fegjindirection tables
for fully- exible control over the on-disk locations of béks. In AutoRAID, a level
of indirection allows the system to keep active blocks inrorigd storage for per-
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formance reasons, and move inactive blocks to RAID to iregesifective capac-
ity [91] and overcome the RAID small-update problem [75]. &dla le system
runs atop a RAID, excess indirection exists because they#&esn maps logical
offsets to logical block addresses. The RAID, in turn, magicial block addresses
to physical (disk, offset) pairs. Such systems add memagespverhead to main-
tain these tables and meet the challenges of persistingifestacross power loss.

Because of the costs of excess indirection, system desidiaee long sought
methods and techniques to reduce the costs of excess talirgtvarious systems.

The Turtles project [12] is an example of de-indirection iriualized environ-
ment. In a recursively-virtualized environment (with hygeors running on hyper-
visors), the Turtles system installs what the authors refersmulti-dimensional
page tablesTheir approach essentially collapses multiple page $4hte a single
extra level of indirection, and thus reduces space and twveeheads, making the
costs of recursive virtualization more palatable.

Finally, we want to point out another type of redundancy dredremoval of it:
the redundancy (duplication) in data and de-duplicati@) @8, 55]. Different from
de-indirection whose purpose is to reduce the space and rgesost of excess
indirection, the main purpose of de-duplication is to remoedundant copies of
data to save storage space. The basic technique of deatiguids simple, only
one copy of redundant data is stored and multiple pointettig@opy represent the
(redundant) copies of the data. Maintaining and accessiclyg structures can cause
overhead, even though the cost has been reduced largeltheveast years [98]. In
contrast, the technique of de-indirection removes therrddat indirection directly
without adding additional metadata ¢, pointers), and thus does not have the same
overhead as de-duplication. The major cost of de-indwacthowever, lies in the
need to change storage system and interface design.

7.3 New Storage Interface

In this section, we discuss several new types of storagdacts that are related to
this dissertation.

Range writes [8] use an approach similar to nameless wriRange writes
were proposed to improve hard disk performance by lettirg ld system spec-
ify a range of addresses and letting the device pick the tgisiral address of a
write. Instead of a range of addresses, nameless writesoaspaci ed with any
addresses, thus obviating le system allocation and mowgifaration responsibil-
ity to the device. Problems such as updating metadata afteyswn range writes
also arise in nameless writes. We propose a segmented sdyrase to lessen
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the overhead and the complexity of such an update processthémdifference is
that nameless writes target devices that need to maintainat@f data placement,
such as wear leveling in ash-based devices. Range writgetdraditional hard
disks that do not have such responsibilities. Data placemigh ash-based de-
vices is also less restricted than traditional hard disk&es ash-based memory
has uniform access latency regardless of its location.

In addition to nameless writes, there have been researctoamahercial efforts
on exposing new ash interfaces for le systems [45], cachi®0, 43, 67, 78],
key-value stores [32], and object stores [49, 50, 96]. Haredwhere is little known
to the application developers about the customized comeation channels used
by the SSD vendors to implement new application-optimizedrface. We focus
on these challenges in our hardware prototype and propdsioss to overcome
them.

While we re-use the existing SATA protocol to extend the S8@rface in
our hardware prototype, another possibility is to bypassstbrage stack and send
commands directly to the device. For example, Fusion-iothadecent NVM Ex-
press speci cation [72] attach SSDs to the PCI express baghmallows a driver to
implement the block interface directly if wanted. Similaithe Marvell DragonFly
cache [65] bypasses SATA by using an RPC-like interfacectlirdrom a device
driver, which simpli es integration and reduces the latgn€ communication.
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Chapter 8

Future Work and Conclusions

The advent of ash-memory technology presents both oppdstiand challenges.
A major issue of ash-based SSDs is the space and perforn@rstef its indirec-
tion.

In this dissertation, we proposed the technique of de-étiion to remove the
SSD-level indirection. We started with presenting our gffan building an accu-
rate SSD emulator in Chapter 3. The emulator was used ingatés in this disser-
tation and can be used by general SSD-related research. eivgtbsented a new
type of interface, the nameless writes, to remove SSD-led#ection in Chap-
ter 4. Next, we discussed our experience with prototypingeiass writes with
real hardware in Chapter 5. Finally, in Chapter 6, we prextainother method
to perform de-indirection, a le system de-virtualizer, it overcomes the draw-
backs of nameless writes. We focus on ash-based SSDs asa osg case but
the technique of de-indirection is applicable to other $ypé virtualized storage
devices.

In this chapter, we rst summarize our de-indirection teicues and emulation
and hardware experience in Section 8.1. We then list a sessbhs we learned in
Section 8.2. Finally, we outline future directions where aark can possibly be
extended in Section 8.3.

8.1 Summary

In this section, we summarize the contributions of thisetisgion. We rst review

the experience of building SSD emulator and implementing design on real
hardware. We then discuss the two methods of performingdieeiction: nameless
writes and FSDV.
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8.1.1 Emulation and Hardware Experience

We implemented an SSD emulator, which works as a Linux psélmizk device
and supports three types of FTLs, page-level, hybrid, amtetess-writing FTLs.
To model common types of SSDs with parallel planes, we |gesaeveral tech-
niques to reduce the computational overhead of the emul&or example, we
separate data storage and SSD modeling into differentdbreaur evaluation re-
sults show that the emulator can model writes accuratelli eogimmon types of
SSDs.

Beyond our efforts in building an accurate SSD emulator, \se built the new
design of nameless writes with real hardware. When builtliegnameless writes
hardware prototype, we met a set of new challenges that wadtitbresee with
emulation. For example, two major challenges are to integtata in the 1/0 return
path and to add upcalls from the device to the host OS. We pezpa split-FTL
approach, which leaves low-level ash operations in theigeand runs the bulk
of the FTL in the host OS.

Implementing nameless writes in a hardware prototype wasbatantial ef-
fort, yet ultimately proved its value by providing a conerelemonstration of the
performance bene ts of the nameless writes design.

Overall, we found that the effort required to implement nkese writes on
hardware is comparable to the effort needed to implemenSihe@nulator. While
we faced challenges integrating new commands into the bpgraystem and
rmware, with the SSD emulator we have also struggled to eately model real-
istic hardware and to ensure that we appropriately handiedwrent operations.
With real hardware, there is no need to validate the accuwhoyodels, and there-
fore, OpenSSD is a better environment to evaluate new SSDroes

8.1.2 De-indirection with Nameless Writes

Our rst method to perform de-indirection is nameless wajte new write interface
built to reduce the inherent costs of indirection. With néeeg writes, only data
and no name (logical address) is sent by the le system to #wicd. The device
allocates a physical address and returns it to the le sydwnfuture reads and
overwrites.

We met several challenges in designing and implementingetems writes.
First, there is a high performance cost caused by recurgigiatas to de-virtualize
a block. We solve this problem by introducing the separatibaddress space into
logical and physical ones. Another challenge we met is tlegider ash-based
SSDs to migrate physical blocks requires the physical adeéeto be changed in
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the le system. We used a new interface to upcall from the ¢t the le system
to inform it about the physical address change.

We ported the Linux ext3 le system to nameless writes andt msimeless
writes with both our SSD emulator and with real hardware. &auation results
with both emulation and real hardware showed that namelatsswgreatly reduced
space costs and improved random-write performance.

8.1.3 File System De-Virtualizer

Our second method to perform de-indirection is the File &ysDe-Virtualizer,
which does not require fundamental changes to the OS andahtétface (a major
drawback of nameless writes). FSDV is a light-weight usgel tool which scans
le system pointers and change them to use device physiachikades. FSDV can
be invoked periodically, when device mapping table is almtereshold, or when
the device is idle. We implemented an of ine version of FSBMich requires the
le system to be unmounted and mounted before and after th®/H8n. We also
implemented an online version, which does not require setéictiment of the le
system.

To achieve the goal of dynamic de-virtualization, we preuba new design
to separate different address spaces and block statuswaithé system. A block
can use a logical block address which the device maps tovisaladdress, an old
physical address which the device maps to its current dexddeess, or a device
address with which no mapping is needed. We change the leesydo treat
bitmap as a tracking of block status in the logical addresge@nd to use a free
block counter for allocation.

Our evaluation results of FSDV show that it can remove dewid&ection cost
in a dynamic way with little overhead to foreground I/Os. i&@dound that FSDV
requires much less change to the OS is more dynamic than essnatites.

8.2 Lessons Learned

In this section, we present a list of general lessons we dghwhile working on
this dissertation.

Excess indirection can be removed

Excess indirection exists in ash-based SSDs. From ourigpee of name-
less writes and FSDV, we nd that such excess indirection lmanemoved.
Nameless writes remove the SSD indirection by changing/théniterface.
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FSDV removes the SSD indirection by dynamically reading enanging
le system pointers. As a result, both the space and perfoo@averhead of
indirection is largely reduced. We believe that such dexgation techniques
can be generalized into other systems that exhibit excdggation.

Accurate emulation of fast devices that have internal pdedism is dif cult

From our SSD emulation experience, we nd that implemen8&P models
(i.e. different FTLs) is relatively straightforward, while mak the emulator
work accurately with real systems requires careful thigkamd much more
efforts.

A major challenge we nd in implementing the SSD emulatordsstipport
SSD internal parallelism. To emulate the parallel procgssit multiple I/O

requests using a single thread is dif cult. Currently, we iwo threads to
separately perform data storage and SSD modeling. Our &nigaccurate
enough for the purpose of this dissertation (we focus oneslit However,
to emulate faster operations accurately with more paisitefe.g, the faster
read operations with 20 parallel planes), our SSD emulatoot accurate
enough; increasing the number of cores used by the emulatobe one
solution.

Hardware is different from simulation and emulation

From our hardware experience with building nameless woitethie OpenSSD
board, we learned a set of lessons and found that real systigmieal hard-
ware is much different from simulation and emulation.

First, we found that the OS stack to a real device (SATA-coted is more
complex than to an emulator. One needs to be careful whegratieg new
commands in this stack (and different schedulers in th&stac

A bigger problem we met when we implemented nameless writeseal
hardware is the dif culty in sending data from the devicetlie OS both as a
return of a le system write and as a upcall initiated by theide.

These and other problems that we met when building the haedmaameless
writes prototype were not foreseen when we built namelegsswvith the
SSD emulator. The lesson we learned in this experience iti@should
always have existing real systems in mind when designingsystems.

Interface change is hard

Our initial thought when designing de-indirection methdds ash-based
SSDs is that through a simple interface change like nameleiss, de-
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indirection can be removed easily. However, when we staaddild name-
less writes with real systems and real hardware, we fountitierface
change is actually very dif cult.

Two major dif culties we met with nameless writes are addueta to the
return path of normal writes and augmenting the control path device
upcalls. These operations require signi cant changes ¢oABA protocol
and many OS layers, and turned out to be extremely dif cultiplement.

Because of these dif culties, we started to think about nehut®ns for

de-indirection and designed the le system de-virtualizAs compared to
nameless writes, FSDV requires only small changes to thet&® and the
I/O interface, all of which can be implemented with real heade systems.
Another advantage of FSDV is that it can dynamically remdwe ¢ost of
indirection. For example, it can be scheduled at devicetidie. Nameless
writes, on the other hand, add an overhead to each write.

Our efforts to build new interface with existing systems destrated that the
ability to extend the interface to storage may ultimatelyibeted by how
easily changes can be made to the OS storage stack. Redeatrphoposes
radical new interfaces to storage should consider how suidviae would
integrate into the existing software ecosystem. Intragiyiciew commands
is possible by tunneling them through native commands.

8.3 Future Work

De-indirection is a general technique to remove excessdation; we believe it
can be used in systems other than ash-based SSDs as welhislgdction, we
outline various types of future work of de-indirection.

8.3.1 De-indirection with Other File Systems

Porting other types of le systems to use nameless writes B8OV would be
an interesting future direction. Here, we give a brief ds&ston about these le
systems and the challenges we foresee in changing them toanseless writes
and FSDV.

Linux ext2: The Linux ext2 le system is similar to the ext3 le system eyt
that it has no journaling. While we rely on the ordered jolimade to provide
a natural ordering for the metadata update process of namelétes in ext3, we
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need to introduce an ordering on the ext2 le system. Portixtg to FSDV on the
other hand is straightforward, since FSDV does not requisecadering and does
not change the journaling part of ext3.

Copy-On-Write File Systems and Snapshots: As an alternative to journaling,
copy-on-write(COW) le systems always write out updates to new free space;
when all of those updates have reached the disk, a root wteu® updated to
point at the new structures, and thus include them in the sththe le system.
COW le systems thus map naturally to nameless writes. Aitegrto free space
are mapped into the physical segment and issued namel#sslgoot structure is
mapped into the virtual segment. The write ordering is nfeci¢d, as COW le
systems all must wait for the COW writes to complete befosaiigy a write to the
root structure anyway.

A major challenge to perform de-indirection with COW le sgms or other
le systems that support snapshots or versions is that pleltnetadata structures
can point to the same data block. For both nameless writes-8my/, multiple
metadata blocks need to be updated to de-virtualize a blodke possible way to
control the number of metadata updates is to add a small anobimdirection for
data blocks that are pointed to by many metadata structareadditional problem
for nameless writes is the large amount of associated metadaause of multiple
pointers. We can use le system intrinsic back referencesh &s those in btrfs, or
structures likeBacklog[63] to represent associated metadata.

Extent-Based File Systems: One nal type of le systems worth considering are
extent-basede systems, such as Linux btrfs and ext4, where contiguegsans
of a le are pointed to via (pointer, length) pairs insteadao§ingle pointer per
xed-sized block.

Modifying an extent-based le system to use nameless writesld require a
bit of work; as nameless writes of data are issued, the leéesgswvould not (yet)
know if the data blocks will form one extent or many. Thus,yowhen the writes
complete will the le system be able to determine the outcotreger writes would
not likely be located nearby, and thus to minimize the nundfexxtents, updates
should be issued at a single time.

For FSDV, instead of the le tree that uses indirect blockse extent tree
needs to be processed to use physical addresses, which ey the continu-
ity of the original logical addresses. Therefore, anothecianism is needed that
de-virtualizes extent trees.

Extents also hint at the possibility of a new interface fofimgirection. Speci -
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cally, it might be useful to provide an interfacereservea larger contiguous region
on the device; doing so would enable the le system to enduaé d large le is
placed contiguously in physical space, and thus affordgghalhicompact extent-
based representation.

8.3.2 De-indirection of Redundant Arrays

As ash-based storage is gaining popularity in enterpristirsgs, a major prob-
lem to be solve is the reliability of such storage. Redungaswutions such as
RAID [75] can be used to to provide reliability. One way to Iduieliable and
high-performance storage layer is to use arrays of asleth&SDs [64, 94].

The major problem with de-virtualizing redundant arraysS&Ds is how un-
derlying physical addresses of the devices and their migrétiue to garbage col-
lection and wear-leveling) can be associated with le sys&tructure and RAID
construction.

Another important issue of de-virtualizing RAID is to maiirt the array for-
mation, such as mirroring and striping. Since we do not namrdddress mapping
after de-indirection, it is dif cult to maintain such arrdgrmation. For example,
a nameless write can be allocated to two different physiddresses on a mir-
rored pair. Since the le system stores only one physicakeskl of the data, we
cannot locate the data on the other mirrored pair. Even if leeate the same
physical address on both pair, one of them can be migratedliffeaent physical
address because of garbage collection or wear-levelingileBiproblems happen
with striping and parity, too.

8.3.3 De-indirection in Virtualized Environment

Another interesting environment which can use de-indivacof storage devices
is the virtualized environmenie(g, when a guest OS uses a ash-based SSD
its storage device). The virtualized environment provideth opportunities and
challenges to perform de-indirection.

With the virtualized environment, the hypervisor has bet@ntrol and more
freedom in its access to various guest states. For examplently FSDV requires
the le system to send the inode number with each block wwitdle the hypervisor
can acquire such information (the inode number) by peakitagthe guest memory.
With this and other similar techniques performed by the hyiger, we believe that
the guest le system and its device interface will requirean@nly small changes.

Another situation in the virtualized environment is the aédevice indirection
layer in software [46]. The major challenge and differentehis situation is to

as
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provide dynamic de-indirection; the indirection table @p#or a guest can be dy-
namically allocated and changed over time. The hypervises tan dynamically
remove a certain amount of indirection from one guest. FS®¥n initial effort
to provide such dynamism; we believe that better solutiodist ¢0 make use of
hypervisor and the virtualized environment.

8.4 Closing Words

As software and hardware are getting more complex and aky lik remain so in
the future, redundant levels of indirection can exist inmgka system for different
reasons. Such excess indirection results in both memogesgad performance
overhead.

We believe that after carefully examining the cause of exdedirection, we
can remove the redundant indirection without changing #sddayered structure
of an existing system. We hope that this dissertation cgnm teslearchers and sys-
tem builders by demonstrating how redundant indirectionlmaremoved. We also
hope that this dissertation serves as a hint for future sydesigner to be cautious
about adding another level of indirection.
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