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File system may return corrupted data 
on reads

- disk block corruption

File system may return I/O error on a 
read

- latent sector error

We call these file-system faults

How about partial storage faults?

Depend on local file systems to store data

Do distributed storage systems use redundancy to 
recover from local file-system faults?
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Broad spectrum of replication and consensus protocols

Replicated state machines
- ZooKeeper (uses ZAB for consensus)

- LogCabin, CockroachDB, and RethinkDB (uses RAFT for consensus)

Primary backup replication
- MongoDB 

- Redis 

- Kafka (in-sync replicas for leader election)

Dynamo-style quorum
- Cassandra (decentralized, no leader/follower)
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Fault model

A single fault to a single file-system block in a single node

Type of faults:

- corruptions

- read errors

- write errors
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Why does Redundancy Not Imply Fault Tolerance?

Some fundamental problems across multiple systems – not just 
implementation bugs!

Faults are often undetected locally – leads to harmful global effects

On detection, crashing is the common action – redundancy 
underutilized

Crash and corruption handling are entangled – loss of committed data

Unsafe interaction between local behavior and global distributed 
protocols can spread corruption or data loss
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System Behavior Analysis
Behavior of eight distributed systems in response to file-system faults 

Broad spectrum of replication and consensus protocols

Replicated state machines
- ZooKeeper (uses ZAB for consensus)

- LogCabin, CockroachDB, and RethinkDB (uses RAFT for consensus)

Primary backup replication
- MongoDB 

- Redis

- Kafka (in-sync replicas for leader election)

Dynamo-style quorum
- Cassandra (decentralized, no leader/follower)
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Other Systems

Metadata stores: ZooKeeper, LogCabin

Wide column store: Cassandra

Document stores: MongoDB

Distributed databases: RethinkDB, CockroachDB

Message Queues: Kafka
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Need for synergy between local behavior and global protocol
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Redis, ZooKeeper, Cassandra, Kafka, MongoDB, LogCabin, RethinkDB, and CockroachDB

Redundancy does not provide fault tolerance

A single fault in one node can cause catastrophic outcomes

data loss, corruption, unavailability, and spread of corruption to other intact replicas

Some fundamental problems across multiple systems:

Faults are often undetected locally – leads to harmful global effects

On detection, crashing is the common action – redundancy underutilized

Crash and corruption handling are entangled – loss of committed data

Unsafe interaction between local behavior and global distributed protocols can spread 
corruption or data loss
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Always detect faults – important in layered stacks on commodity hardware

Detecting faults and not using redundancy to recover is undesirable

Cannot always assume corruption to be caused by a crash

Local behavior has implications for distributed systems

Our study provides directions for more robust distributed storage design

Our fault injection framework available online: 
http://research.cs.wisc.edu/adsl/Software/cords/

Thank you!
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